Multi-Class Cell Detection Using Modified Self-Attention

Tatsuhiko Sugimoto
Kyushu University, Japan
tatsu19962016@gmail.com

Hiroaki Ito
Kyoto University Hospital, Japan
hr27ito@kuhp.kyoto-u.ac.jp

Yuki Teramoto
Kyoto University Hospital
era1980@kuhp.kyoto-u.ac.jp

Akihiko Yoshizawa
Kyoto University Hospital
akyoshi@kuhp.kyoto-u.ac.jp

Ryoma Bise
Kyushu University, Japan
bise@ait.kyushu-u.ac.jp

Abstract

Multi-class cell detection (cancer or non-cancer) from a whole slide image (WSI) is an important task for pathological diagnosis. Cancer and non-cancer cells often have a similar appearance, so it is difficult even for experts to classify a cell from a patch image of individual cells. They usually identify the cell type not only on the basis of the appearance of a single cell but also on the context of the surrounding cells. For using such information, we propose a multi-class cell-detection method that introduces a modified self-attention to aggregate the surrounding image features of both classes. Experimental results demonstrate the effectiveness of the proposed method: our method achieved the best performance compared with a method, which simply uses the standard self-attention method.

1. Introduction

Cancer cell detection from a whole slide image (WSI) is an important task for pathological diagnosis. In some diagnoses, the rate of cancer cells over all the cells (cancer and non-cancer cells) is measured. For example, to check if cancer immunotherapy will be useful for a patient, a PDL1-test is widely used for diagnosis [3]. With this diagnosis, if the rate of cancer cells that are stained as brown over all the cancer cells is high, the therapy will be useful. To compute the rate, cancer cells must be counted from a WSI, which contains both cancer and non-cancer cells. However, it is time-consuming to count all the cells in a WSI because a WSI contains thousands of cells. In real diagnoses, pathologists roughly estimate the rates subjectively, and thus, their diagnoses often differ from amongst each other. Therefore, an automatic cancer cell counting system is required.

To achieve this goal, it is necessary to detect all cells and classify these cells as cancer or non-cancer. The classification of cancer and non-cancer cells is challenging due to their similar appearances as shown in Fig. 1. The third rows of the enlarged images have very similar appearances. It is difficult even for pathologists to classify cells from only the enlarged patch images that contain individual cells. They identify the cell type not only on the basis of the appearance of a single cell but also on the context from the surrounding cells.

Cell detection for a single cell type has been studied in past decades, and high detection performances have been achieved. However, multi-class cell detection (such as cancer and non-cancer cells) is still challenging. Object detection for general objects, such as Faster R-CNN [23], can be directly applied to the multi-class cell detection task [17], which estimates bounding boxes of each cell and their class. This method
classifies the object in a bounding box on the basis of the local features. Therefore, it is difficult to accurately classify cells due to a lack of context from the surrounding cells. Other methods are based on Yolo v.3 [14], which performs multi-task learning, bounding box estimation, and rough semantic-segmentation (i.e., a grid pixel belongs to a class). Rough semantic segmentation can use global spatial information unlike R-CNN based methods. The multi-class cell-detection method proposed by Abousamra et al. [1] simultaneously estimates the cell position mask (which contains all cell types) and the semantic segmentation masks for each class. It can use the spatial context for classifying each cell better compared to bounding box-based methods. However, it depends on the representation ability of the cell classifier, i.e., a single branch network has less feature extraction ability to classify cells.

In this paper, we propose a multi-class cell-detection method that has two decoders for estimating the cell position heat maps for each class, that is, cancer or non-cancer. To use the spatial context of the surrounding cells, we introduce a self-attention technique for aggregating image features of both classes, where self-attention has been used for transformers [10], such as ViT [11] and DETR [7]. Because the standard self-attention produces mixed features that contain both classes due to the summation operation, the network could not identify the discriminative features for cancer detection from the mixed feature. We thus propose a modified self-attention method that concatenates the features extracted by self-attention to the original features. The experimental results demonstrate the effectiveness of our method. The method using our modified self-attention improved the detection performance compared with that using the standard self-attention.

2. Related work

2.1. Cell detection

Cell detection has been studied in past decades, and it can be roughly categorized into three approaches: segmentation-based, bounding box-based, and point-based detection approaches. Segmentation methods can estimate detailed nuclei shapes. Many image-processing-based methods have been proposed for this approach: automatic threshold-based methods [4,21,25], watershed-based methods [8], and graph-cut-based methods [2]. However, when the cell population is dense, the methods often fail to segment the boundaries of cells that are touching because the boundaries are blurry, and small errors in the boundary segmentation cause mistakes, where several cells are identified as a single cluster. The deep learning-based method, such as convolutional neural network (CNN), has been popularly used for cell segmentation [15,16,19]. These methods outperform image-processing-based methods on datasets having various conditions. However, they require that the boundaries of cells be annotated, and thus, the annotation is time consuming.

In bounding box-based approach, general object detection methods, such as R-CNN [23], have been applied to cell detection tasks [17]. These bounding box-based methods classify cells on the basis of the local features in a bounding box. However, as discussed in the introduction, the context of the surrounding cells is important to identify the class of a cell.

Recently, point-based cell-detection methods have been proposed. One of the advantages of these methods is that the annotation cost is lower than the other two approaches: one click is only required for annotating one cell, and it is enough for cell counting. One major approach is estimating a cell position heat map, where a cell centroid position becomes a peak with a Gaussian distribution in the map [20]. This method can detect cells even in dense conditions, and it has shown the good detection performance in various tasks, such as weakly-supervised learning [20], domain adaptation [9], and learning from imperfect annotation [12]. However, these heat map-based methods have not been applied to multi-class cell detection.

Our method is categorized as a heat map-based method. If we simply use this method for multi-class detection, where the network has branches for each class, some of the detection results for each class may be duplicated (i.e., a cell belongs two classes) because neither of the decoders can use the discriminative features extracted from each other. To overcome this issue, we introduce a modified self-attention that can aggregate the features extracted from the two decoders.

2.2. Self-attention

Transformers have been successfully applied in many tasks, such as natural language processing [6,10] and vision tasks [7,11]. In the transformer for vision tasks, self-attention is used to aggregate a wide range of associative features among patch images, in which an image is separated into patches and these patches are fed into the transformer. These methods have been used for many vision tasks, such as classification [11], detection [7], and segmentation [13,22]. They basically use self-attention for aggregating the spatial context among different patches. In contrast, our modified self-attention interchanges features extracted by different decoders for each class.
3. Multi-class cell detection by modified self-attention

3.1. Overview

Fig. 2 shows an overview of the proposed method. Given an image \( I \), the proposed method estimates two cell position heat maps: one for cancer cells \( \hat{y}^c \) and another for non-cancer cells \( \hat{y}^n \). The coordinates of the peaks in the maps indicate the centroid positions of cells for each cell type in the input image.

To estimate these heat maps, the network consists of seven sub-networks: 1) an encoder \( f_e \) for extracting features for both cell types, 2) and 3) decoders for extracting features of cancer cells \( d_c \) and non-cancer cells \( d_n \), respectively, 4) and 5) modified self-attention modules \( SA_c \), \( SA_n \) for aggregating the features of both types, 6) and 7) output layers (1 × 1 convolution) \( o_c \), \( o_n \) for the results of detecting cancer and non-cancer, respectively. As discussed in the introduction, our key idea is that features of a different cell type are useful for detecting another type of cell. Therefore, we propose a modified self-attention module for aggregating the features of both cell types. In addition, we introduce post-processing to avoid duplicate detection results, which selects either cell type on the basis of the strength of the estimated signal in the same regions.

3.2. Cell position heat maps of each cell type

Many object detection methods use bounding boxes as the ground truth for object locations. Because the annotation of the bounding box is time consuming, we use point-level annotations, where a cell is annotated by one-click annotation (one click around the centroid of a cell). For point-level annotations, our method estimates cell-position heat maps for each class [20], which has been widely used and it has shown good performance.

Given a set of the annotated cell positions for an input image \( I \), the ground-truths of a cell-position heatmap \( y^c \) for cancer cell detection and \( y^n \) for non-cancer cell detection are generated so that the cell centroid position becomes a peak with a Gaussian distribution in the map. We generate an individual Gaussian distribution \( y^c_i \):

\[
y^c_i(u) = \exp \left( -\frac{||u - p^c_i||^2}{\sigma^2} \right),
\]

where \( i \) is an index of each cell, \( u \) indicates the position coordinate in the map, \( p^c_i \) indicates the ground-truth position of the \( i \)-th cancer cell, and \( \sigma \) adjusts the Gaussian blur as a hyper-parameter. Then, a cancer cell position heat map \( y^c \) is generated as the ground truth by maximizing \( y^c_i \) for each cell position \( p^c_i \):

\[
y^c = \max_i y^c_i,
\]

where the maximum operation is performed for each pixel, i.e., a pixel \( u \) takes a maximum value among \( y^c_i(u), \forall i \). A non-cancer cell position heat map \( y^n \) is also generated in the same manner as \( y^c \) using the ground-truth position of non-cancer cells \( \{p^n_i\}_i \).

To train the entire network, we use the sum of the mean of the squared error (MSE) loss function between the predicted map \( \hat{y} \) and the ground-truth \( y \) for each cell type:

\[
loss = ||\hat{y}^c - y^c||^2 + ||\hat{y}^n - y^n||^2,
\]

where both decoders are simultaneously trained with multi-task learning. The two decoders for each cell type have a representation ability that is better than a single network for classification, in which the segmentation results of each class are produced as channels.
We denote the input features for the modified self-attention module as $x^c = d_c(f_c(I))$ for cancer and $x^n = d_n(f_n(I))$ for non-cancer, which are outputs from decoders $d_c$ and $d_n$. In the same manner as the standard self-attention [11], $x^c$ is converted into a query $q^c$, key $k^c$, and value $v^c$ by convolution, and the matrix is then flattened into a vector with dimension $D$. Using the features of the query and key, the weights of the features in the self-attention are defined as:

$$w_1^c, w_2^c = \text{softmax}\left(\frac{1}{t} (q^c \cdot k^c, q^c \cdot k^n)\right),$$

$$w_1^n, w_2^n = \text{softmax}\left(\frac{1}{t} (q^n \cdot k^c, q^n \cdot k^n)\right),$$

where $w_1^c, w_2^c$ are the weights of features for cancer and $w_1^n, w_2^n$ are weights for non-cancer, “$+$” is an inner product operation, and $t$ is a hyper-parameter for controlling the softmax operator. The weight $w_1^c$ for the features of cancer cells becomes large when the query $q^c$ of the features in the cancer cell detector is more similar to the key $k^c$ in the cancer cell detector than the key $k^n$ for non-cancer cell detection. On the basis of the estimated weights, the weighted sum of the values is concatenated to the original feature $x^c$ as:

$$z^c = x^c \oplus w_1^c v^c \oplus w_2^c v^n,$$

$$z^n = x^n \oplus w_1^n v^c \oplus w_2^n v^n,$$

where $\oplus$ is the operation of concatenation, and $z^c$ and $z^n$ are the output features of the modified self-attention module for cancer and non-cancer cells. Then, these extracted features are converted into cell position heat maps $\hat{y}^c = o_c(z^c)$, $\hat{y}^n = o_n(z^n)$ via $1 \times 1$ convolution layers $o_c$ and $o_n$.

Using these concatenated features, the network can localize cells and identify the class of the cells. Let us consider a case where a non-cancer cell has a similar appearance to a cancer cell. In this case, the features
may be contained in both $v^c_i$ and $v^n_i$. If the neighbor cells are more likely to be cancer cells, $q^c$ is similar to $k^c$ than $k^n$, and thus, the magnitude of the vector $w^c_iu^c$ is larger than $w^n_iv^n$. Using this information, the network can identify the cell of interest as cancer. If a cell is obviously a non-cancer cell, the features of the cell may be contained in only $v^n_i$ and not in $v^c_i$. In this case, even if the neighbor cells are cancer cells (i.e., $w^c_i$ is large), the magnitudes of the vector of the cell of interest $w^c_iw^c_i$ are not large, and thus, the network can identify the cell as non-cancer.

3.4. Post-processing

The proposed modified self-attention module has the ability to avoid duplicate detection results by using the surrounding context of both classes. However, it is still not perfect, and duplicate detection remains (i.e., a cell could appear to be both cancer and non-cancer). To prevent the network from assigning multiple labels for one cell, we conduct post-processing in the inference step.

Fig. 4 shows the illustration of the post-processing. We first find the duplicate detection points that are detected from both detectors for cancer and non-cancer cells, i.e., the detected cell has multiple labels (duplicate detection). To find the duplicate detection, we perform one-by-one matching for between detection results $\hat{y}^c$ and $\hat{y}^n$ on the basis of the distance of the detected points using linear programming. After matching, if the distance between the corresponding detected points is less than $th_d$, these detection points can be considered as duplicate detection.

For duplicate detection, we select the class on the basis of the heat maps $\hat{y}^c$, $\hat{y}^n$. We compare the sum of the intensity in the local area of the duplicate detection, in which the local area is a $64 \times 64$ bounding box in a 40x magnification image, whose center is the detected point in each map. If the value in the local area of $\hat{y}^c$ is higher than that in $\hat{y}^n$, the detected cell is a cancer cell, and vice versa.

4. Experiment

We evaluated our method using real data in the PD-L1 test. The PD-L1 test is one test for pathological diagnosis. The purpose of the PD-L1 test is to decide on a policy for cancer treatment. In this diagnosis, it is important to count the cancer cells from a WSI that contains both cancer and non-cancer cells. In real diagnosis, it is difficult to count all the cancer cells because a WSI contains thousands of cells. Therefore, they are usually roughly estimated subjectively. However, such subjective diagnoses tend to fluctuate among pathologists. Therefore, an automatic counting system is required.

4.1. Data set

We used a PD-L1 data set that was collected from a hospital. The data set contains 53 large images of different patients, in which the size of each image is about $9,000 \times 9,000$, and each image contains thousands of cells.

To make a ground truth, we conducted semi-automatic annotations using two types of annotations: cell localization by non-experts and cell classification by experts. It is easy even for non-experts to localize individual cells without classification. Therefore, the annotation for cell detection was performed by non-experts. Once given the ground-truth for cell detection, we trained a cell detection network and then applied the network to detect all the cells, which included cancer and non-cancer cells. From the results, most of the cells were well detected. However, it was difficult for non-experts to classify each cell. Thus, pathologists conducted annotation for classifying the detected cells.

In this expert annotation, pathologists annotated regions that enclosed detected cells belonging to a single class (either cancer or non-cancer) and gave a class label for all the cells in the region at once. In this process, the pathologists confirmed the detected cells as correct.

As a result, the number of patch images was 20,092, which were cropped from large images of 53 patients with a size of $256 \times 256$ (40x magnifications). In the patches, the numbers of cancer cells and non-cancer cells were 16,703 and 72,084, respectively.

In the experiments, we split the data set into five sets for 5-fold cross-validation so that the different sets did not contain patch images cropped from the same patients. We used three sets for training, one for validation, and one for test in the 5-fold cross-validation in all the experiments.
4.2. Implementation details

The set of the encoder and decoder in our network has a U-net architecture [24], where the encoder and decoder were connected by skip connections. In our network, there are two decoders, thus one layer of the encoder has two skip connections for each decoder. The size of the output features from each decoder was $256 \times 256 \times 64$. In the modified self-attention module, we used convolutional layers for producing a key, query, and value. The output layers $o_c$ and $o_n$ consist of three layers of the $1 \times 1$ convolution, which estimate the heat maps of each class. We set $th_d = 20$, which was defined based on the cell size (a cell radius is about 20), and $t = 256 \times 8$, which was a default value in the transformer.

In training, we used Adam [18] for the optimization function with a learning rate of $10^{-5}$. To stop the training, we used early stopping; if the validation loss had not improved during 10 epochs, we stopped training. Then, we selected the best model using the validation data.

4.3. Performance metric

For evaluation, we used three performance metrics: the mean of the recall (mRecall), the mean of the precision (mPrecision), and the F1 score as:

$$mRecall = \frac{1}{M} \sum_{k \in \{c,n\}} \frac{TP_k}{TP_k + FN_k},$$

$$mPrecision = \frac{1}{M} \sum_{k \in \{c,n\}} \frac{TP_k}{TP_k + FP_k},$$

$$F1 = 2 \times \frac{mRecall \times mPrecision}{mRecall + mPrecision},$$

where mRecall and mPrecision are the mean of the precision of each class: cancer ($c$), and non-cancer ($n$). TP, FN, and FP are numbers of true positives, false negatives, and false positives, respectively. To define TP, FN, and FP, we conducted one-by-one matching among the detection results and the ground-truth in each class, which assigns each detection point to one ground-truth by minimizing the sum of the distances between corresponding positions using linear programming [5]. If the distance between a detected point and the assigned ground truth was less than a threshold (20 pixels) and had the same class label, we counted it as a TP. The threshold was determined on the basis of the cell size, where the radius of a cell is about 20 to 30 pixels. Non-assigned detection results were counted as FP and non-assigned ground-truth results were counted as FN.

4.4. Comparison with other methods

To confirm the effectiveness of our proposed network, we compared the proposed network with two current methods and the baseline method of ours: 1) Nishimura [20], which was designed for cell detection without classification, where the network estimates a cell position heat-map. Using this method, two U-nets for each class were trained individually; 2) Multi-task learning based on [1], which simultaneously performs detection for all cells and semantic segmentation for cell classed; 3) Baseline of our method, which was almost the same with our method except it did not use the self-attention mechanism and post-processing (i.e., it consisted of $f_c$, $d_c$, $d_e$, $o_c$, and $o_n$); and 4) our method, which uses the modified self-attention module.

Table 1 shows the performance metrics of the methods. Nishimura’s method, which trained the individual detection networks for each class, produced much overdetection, and thus, the performance was extremely worse since it is difficult to detect cancer cells from among many similar cells. In contrast, the baseline method improved the detection performance compared with individual training by sharing the features for detecting both classes. However, there was duplicate detection, which affected the performance. The multi-task learning-based method was better than the baseline method because the semantic-segmentation
branch avoided the duplicate detection. Our method outperformed the multi-task learning-based method in terms of all metrics. We consider this to be because the modified self-attention module made it possible for the network to use the spatial context of the surrounding cells of both classes.

Fig. 5 shows examples of the detection results for each method, where the regions enclosed by lines were annotated by experts. Most of the cells were detected by all methods accurately. However, the classification performance was different among the methods. For multi-task learning, there were incorrect classification results in each class. Our method clearly improved the classification for both classes: cancer in Fig. 5 (Top) and non-cancer (Bottom).

### 4.5. Ablation study

Next, to show the effectiveness of each module in our method, we compared our method with four settings: a baseline that did not use the self-attention mechanism and post-processing (i.e., consisting of $f_c$, $d_c$, $d_e$, $o_c$, and $o_n$), a baseline with post-processing (PP) (i.e., consisting of $f_c$, $d_c$, $d_e$, $o_c$, $o_n$, and PP); a baseline with the modified self-attention without using post-processing; a baseline with the standard self-attention and post-processing. Our method used all modules.

Table 2 shows the detection results of each setting. When we used only the multi-decoder network for multi-class cell detection, the F1 score was worse. There were many instances of duplicate detection, and this had an adverse effect on the performance. Introducing post-processing improved the F1 score since there was no duplicate detection after the post-processing. The self-attention mechanism improved the mRecall and F1-score, but the mPrecision decreased. The standard self-attention method extracted the mixed features of cancer and non-cancer cells, and thus, the improvement was limited. Our method using the modified self-attention further improved all the metrics. Fig. 6 shows the detection re-

<table>
<thead>
<tr>
<th></th>
<th>post-process</th>
<th>standard SA</th>
<th>modified SA</th>
<th>mPrecision</th>
<th>mRecall</th>
<th>F1</th>
</tr>
</thead>
<tbody>
<tr>
<td>Baseline</td>
<td></td>
<td></td>
<td></td>
<td>0.774</td>
<td>0.736</td>
<td>0.753</td>
</tr>
<tr>
<td>with PP</td>
<td>✓</td>
<td></td>
<td></td>
<td>0.848</td>
<td>0.711</td>
<td>0.773</td>
</tr>
<tr>
<td>with modified SA w/o PP</td>
<td>✓</td>
<td></td>
<td>✓</td>
<td>0.791</td>
<td>0.761</td>
<td>0.775</td>
</tr>
<tr>
<td>with standard SA</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>0.838</td>
<td>0.739</td>
<td>0.785</td>
</tr>
<tr>
<td>ours (modified SA)</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>0.870</td>
<td>0.739</td>
<td><strong>0.799</strong></td>
</tr>
</tbody>
</table>
Figure 7. Examples of detection results. (a) Baseline (b) Baseline + standard self-attention, and (c) Baseline + modified self-attention. ×, ∙ denote cancer and non-cancer cells. × denote duplicate detection (i.e., cell was detected in heat maps of both classes).

Table 3. Evaluation of duplicate detection rate. “standard”, “modified” indicate method used standard and modified self-attention, respectively.

<table>
<thead>
<tr>
<th></th>
<th>standard</th>
<th>modified</th>
<th>duplicate rate</th>
</tr>
</thead>
<tbody>
<tr>
<td>Baseline</td>
<td></td>
<td></td>
<td>0.079</td>
</tr>
<tr>
<td>ours</td>
<td>✓</td>
<td>✓</td>
<td>0.101</td>
</tr>
<tr>
<td>ours</td>
<td></td>
<td>✓</td>
<td>0.052</td>
</tr>
</tbody>
</table>

Results for each method, where the first and second rows show the examples of non-cancer cells, and the third row shows the examples of cancer cells. We can observe that our method clearly reduced the miss-classification results in both classes.

4.6. Effectiveness of modified self-attention for reducing duplicate detection

As discussed above, if the post-processing is not used, the method may produce duplicate detection results (i.e., a cell is detected in heat maps of both classes). We consider our modified self-attention module to have the ability to reduce duplicate detection results even without post-processing.

To show the effectiveness of the modified self-attention, we evaluated the rate of duplicate detection. It was defined as the number of instances of duplicate detection over the sum of the detection results in both classes. We compared the baseline method which has two decoders without interchanging features, the method that uses the standard self-attention module, and the proposed method, which uses the modified self-attention module for interchanging the features of each class. To evaluate the self-attention module itself for feature extraction, none of the methods used the post-processing.

Tab. 3 shows the duplication rate of each method. The baseline method had an 8% duplicate detection rate. The method using the standard self-attention could not improve the duplicate detection even though it can improve the detection results as discussed above regarding the ablation study. Our modified self-attention module reduced duplicate detection from 0.079 to 0.052. This also had a good effect on overall cell detection results as shown in ablation study.

Fig. 7 shows examples of the detection results. The baseline method contained many duplicate detection results. As seen in the top row, the proposed method could greatly reduce duplicate detection. In the bottom row, our method reduced it in the green area, but duplicate detection still remained in the red area. We think that when cells that have very similar features are distributed densely, our method cannot improve the performance. However, when difficult cells are in discriminative cells as shown in Fig. 7 (Top) and the green region in (Bottom), our method could improve the detection performance.

5. Conclusion

In this paper, we proposed a multi-class cell detection method that estimates cell position heat maps for cancer cells and non-cancer cells. Because it is important to use the spatial context of the surrounding cells in addition to the features in the appearance of a cell of interest, we introduced a modified self-attention module for effectively using the image features of both classes. This can reduce duplicate detection by using the features extracted from different classes. As a result, the proposed method achieved better performance in comparison.

One of the limitations is that our method could not improve the detection performance in the case when cells that have very similar features are distributed densely because the aggregated features also contain ambiguity. We consider that the information aggregation by our method is still not sufficient to identify such cases. Since pathologists identify cancer cells using the global context, such as the spatial positional distribution, we will introduce a mechanism into the detection method to aggregate the further global spatial context and detailed features together in future work.
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