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Abstract

The stereomicroscope, which is an optical microscope,
is used to observe the organoids cultured in cranial win-
dows. A cranial window is a light accessible observation
window made on the brain of mice through craniotomy.
Organoids research is often conducted on cranial windows.
Hence, the observation of blood vessels in them is impor-
tant for organoid research, like organoid vascularization.
Therefore, achieving a simple, low-cost method that extracts
blood vessel structures would significantly help researchers
observe the blood vessels in cranial windows from micro-
scopic images. However, wide-field optical microscopic im-
ages taken by stereomicroscope suffer from low contrast
and dura mater occlusion, complicating the observation of
the blood vessels in such images. To address such problems
and assist researchers who are observing vascular struc-
tures, we propose a method that segments blood vessels
in cranial windows from low-contrast and wide-field mi-
croscopic images. Our method is based on the Attention
U-Net framework and clDice, which considers the connec-
tivity of blood vessels. In addition, for low-contrast and
partial occlusion problems, we used contrast enhancement
and dehazing as preprocessing steps. Our method achieved
a Dice score of 75.56%, a clDice score of 79.95%, and
the Accuracy of 91.41% on our microscopic image dataset,
suggesting that our method can extract blood vessels from
low-contrast and wide-field microscopic images better than
other methods.

*Corresponding author

Figure 1. Optical stereomicroscope observes a cranial window in
organoid experiment. There are blood vessels are on the mouse
cerebral cortex, where organoid experiment is conducted. A glass
coverslip protects cranial window to ensure a stable environment
for long-term imaging. Biomedical researchers observe blood ves-
sels and organoids in a cranial window through a stereomicroscope
across a glass coverslip. Steam, bubbles, organoids and dura mater
exist in images, all of which impact blood-vessel observation.

1. Introduction

Cranial window (CW) technology refers to making an
optically accessible window by craniotomy on mice for
long-term imaging and experimental observations of the
mouse cerebral cortex. The structure and the state of
blood vessels in CWs are essential for many biological
experiments implemented in the mouse cerebral cortex
[6]. Organoids, also known as the Mini Organ, are com-
plex three-dimensional tissue with similar architectures and
functionalities to organs [19]. Organoids are widely used in
many kinds of biomedical research, including regenerative

1864



medicine [3], drug development [22], and disease model-
ing [20]. In 2014, Takebe et al. [25] generated a vascular-
ized and functional human liver in a cranial window. Since
the structure of blood vessels in cranial windows is essential
to observe the anastomosis between vascularized organoids
and blood vessels in the mouse cerebral cortex, we focus on
blood vessels observation in the optical microscopic images
for organoid cultivation experiments in CWs.

However, as shown in Fig. 1, the microscopic images
of cranial windows taken by stereomicroscope have many
problems that complicate the observation of blood vessels.
First, the blood vessels in the mouse cerebral cortex are cov-
ered with the cerebrospinal fluid, resulting in low contrast
between the vessels and the background. Second, the cra-
nial window needs to be covered with a glass coverslip to
prevent contamination from external matter and to enable a
stable fixation in favor of long-term observation [28]. An
optical microscope is used to observe and photograph cra-
nial windows through a glass coverslip that reduces optical
transmittance. In addition, during a craniotomy in mice, en-
tirely removing the thick, opaque dura mater is difficult, and
it also easily regenerates, which hinders the optical trans-
parency of longitudinal imaging [5]. Finally, organoids are
cultivated in a living mouse that obviously needs to eat and
move around. Consequently, the glass coverslip’s outside
becomes contaminated with feed or dust, which degrades
the observation and analysis of microscopic images.

To the best of our knowledge, there are currently three
kinds of methods for improving the light accessibility and
observability of cranial windows: using some material with
good light transmittance to replace glass coverslips [5], im-
proving the manufacturing process to get a clear cranial
window [7], and improving the imaging quality [9]. These
methods can make optical microscopes with which it is eas-
ier to observe such brain tissues as the blood vessels in the
CWs. However, widely applying these methods is difficult
because of the limitations of complicated operations or ex-
pensive special materials. As far as we know, few studies on
have improved the observability of the optical microscopic
images of cranial windows by methods based on computer
vision.

Based on the progress of artificial intelligence and com-
puter vision technology, we anticipate a method that can as-
sist researchers who are observing cranial windows by pro-
cessing microscopic images through artificial intelligence
rather than complex operations or expensive materials. In
2021, Wu et al. [32] used the U-Net framework to segment
blood vessels in a cranial window. However, error segmen-
tation occurred in some blood vessels’ edges occluded by
dura mater and organoids. In addition, for some small ves-
sels, the connectivity of the segmented vascular structures
is inferior. Therefore, to solve these problems, we use mi-
croscopic images taken in multiple periods of organoid cul-

ture to make a data set named the Microscopic Image of
Cranial Window (MICW) for vascular structure segmenta-
tion. In addition, we propose a deep-learning-based method
that segments the vascular structure from low-contrast and
wide-field microscopic images.

The following are our primary contributions:

• From the perspective of computer vision and deep
learning, we propose a simple, low-cost method to seg-
ment the blood vessels in the microscopic images of
cranial windows to help researchers observe the blood
vessel structure of organoid cultures without complex
operations or expensive materials.

• We propose a method for blood vessel segmentation
in the microscopic images of cranial windows. It uses
inverted gray images to perform an advanced attention
operation on the feature maps from skip connections
before they are input into the attention gate, further in-
creasing the Attention U-Net focus on the blood vessel
regions.

• We introduce the image dehazing method as a pre-
processing step to better segment the boundary be-
tween dura mater and blood vessels and reduce the
low-contrast problem caused by the glass coverslip.

This paper is structured as follows. In Sec. 2, we in-
troduce related works on segmentation. In Sec. 3, we de-
scribe our blood vessel segmentation method from micro-
scopic images in detail. We evaluate our method for the
segmentation of blood vessels in cranial windows in Sec. 4.
Conclusions and future work are described in Sec. 5.

2. Related Work
Blood vessel segmentation in medical images. Blood

vessel segmentation in fundus images resembles our work
and, provides many references for our work. The retinal
blood vessel structure in fundus images has clinical im-
portance for doctors when they diagnose diseases such as
diabetic retinopathy. Thus, to assist doctors who are ob-
serving the vascular structure, Wang et al. [30] extracted
retinal blood vessels from fundus images by combining the
Convolutional Neural Network (CNN) and Random Forest
(RF). In 2015, Fully Convolutional Networks (FCN) [11]
and U-Net [18] were proposed and applied in many image
segmentation tasks and achieved favourable performance.
Subsequently, Wang et al. [31] applied the U-Net to retinal
blood vessel segmentation and outperformed the previous
methods.

The advantages of the attention mechanism in image pro-
cessing also been shown in previous research. Anderson et
al. [1] proposed a combined bottom-up and top-down vi-
sual attention mechanism to propose image regions and ap-
plied this approach to image captioning. Oktay et al. [15]
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proposed a novel self-attention gating module to segment
the pancreas in 3D abdominal CT images and improve the
prediction performance. Subsequently, Li et al. [10] pro-
posed a connection sensitive Attention U-Net and a con-
nection sensitive loss to segment the retinal blood vessels
and improve the connectivity of segmented results. Shit et
al. [23] proposed the clDice loss function based on topol-
ogy information to improve the connectivity of results for
tubular-structure segmentation. The corresponding evalu-
ation metric clDice score is used to appraise the segmen-
tation results of tubular structures. The clDice loss func-
tion achieved exceptional performance in various datasets
for tubular-structures segmentation.

Blood vessel segmentation in microscopic images.
Some previous research achieved blood vessel segmenta-
tion from microscopic images to analyze blood vessels in
biological experiments. In 2012, Soetikno et al. [24] ex-
tracted the vascular structure from the optical resolution
photoacoustic microscopic images of mice brains to ana-
lyze the ischemic strokes of mice. Virtudazo et al. [29]
segmented blood vessels from microcirculation images to
measure the blood flow velocity. Deep-learning-based seg-
mentation methods have recently achieved exceptional per-
formance in many image segmentation tasks. Prentašić et
al. [17] used a deep learning network to extract the foveal
microvasculature in optical coherence tomography angiog-
raphy (OCTA) images. Hu et al. [8] used CNN to segment
cerebral vessels in light-sheet microscopic images. Todorov
et al. [26] used CNN and the transfer learning approach
for whole mouse brain segmentation from confocal micro-
scopic images, which have higher resolution and higher
contrast than optical microscopic images. However, pre-
vious research focued on segmenting blood vessels from
high-resolution and high-contrast images, like photoacous-
tic and confocal microscopic images. Blood vessels are eas-
ily distinguished from their background. To our knowledge,
research is at an early stage on blood vessel segmentation
in optical microscopic images with low resolution and low
contrast. Wu et al. [33] used a line detector to extract blood
vessels from low-contrast stereomicroscope images. Ner-
cessiany et al. [14] extracted cortical blood vessels from
craniotomy images taken by an operating microscope dur-
ing craniotomy to simplify how doctors can observe how
the brain might have shifted in both preoperative and intra-
operative situations.

3. Method

3.1. Overview

In this section, we specifically introduce our method, in-
cluding preprocessing, network architecture, and loss func-
tion. Fig. 2 shows how our method segments blood vessels
from microscopic images.

3.2. Preprocessing Microscope Images of CW

We use a series of preprocessing steps to solve the cur-
rent problems in the microscopic images of CWs to improve
vessel segmentation, as shown in Fig. 2 (b).

Image dehazing. Due to the occlusion of the glass cov-
erslip and the dura mater, the light transmittance is reduced,
which affects the segmentation of blood vessels. Similarly,
a haze affects light transmittance during imaging, degrad-
ing the images. In 2010, He et al. [4] proposed a dark-
channel-based method to remove the haze from a single im-
age. Therefore, in our work, we use the dehazing method
based on the dark channel to preprocess the microscopic im-
ages of cranial windows to reduce the influence of the oc-
clusion of the glass coverslip and the dura mater on blood
vessel segmentation.

Image denoising and Gamma correction. After dehaz-
ing, images become dark, and the noise in them is amplified,
which is not conducive to subsequent segmentation. Ac-
cordingly, we apply the Gamma Correction to improve the
image brightness and used the Bilateral filter to remove the
noise in the images. The Bilateral filter [27] can maintain
the edge of small blood vessels during denoising.

Green channel extraction. Inspired by many blood ves-
sel segmentation methods for fundus images [34], we sepa-
rated RGB channels and visualized the microscopic images
of each one. Compared with RGB images, we found that the
extracted green channel images have higher contrast, and
their blood vessel structure is observed more clearly. For
this reason, we extracted the green channel images in pre-
processing. In Sec. 4, we conducted an ablation study and
discussed the influence of both green channel and RGB im-
ages on the blood vessel segmentation results on our dataset.

Contrast enhancement. The color of the blood vessels
resembles the surrounding tissues and cerebrospinal fluid
is also present in the mouse cerebral cortex. A stereomi-
croscope also takes images across a glass coverslip. These
problems increase the difficulty of distinguishing between
the blood vessels and the surrounding tissues: that is, the
low-contrast problem. Therefore, we use the Contrast Lim-
ited Adaptive Histogram Equalization (CLAHE) [36] to en-
hance the contrast of the images to simplify distinguishing
the vascular structure in optical microscopic images.

3.3. Attention U-Net with Advance Vessel Attention

The Attention U-Net. Many deep-learning-based seg-
mentation models like the FCN framework [11] have been
proposed and achieved excellent performance for diverse
segmentation tasks. Various non-vascular regions in the
wide-field microscopic images of the cranial window will
cause rough segmentation results. In this paper, to tackle the
problem and make the model focus more on blood vessel re-
gions, we follow the Attention U-Net framework proposed
by Oktay et al. [15] who achieved exceptional segmenta-
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Figure 2. Details of our method: (a) pipeline of our method; (b) our specific preprocessing method; (c) architecture of the Attention U-Net
with vessel attention for blood vessel segmentation.

tion results for pancreas segmentation in 3D abdominal CT
images. The Attention Gate (AG), which reduces irrelevant
features, is the most critical method for the Attention U-Net.
The feature maps from the skip connection and the previous
upsampled layer are the Attention Gate’s input.

Advance Vessel Attention. Inspired by [35] and [21],
we introduce gray-inversion input images as an advanced
attention coefficient to emphasize the vessel regions, which
are used in feature maps from the skip connection in a 4-
layer Attention U-Net. Specifically, the Attention U-Net’s
input images are gray images whose pixel values have been
normalized between 0 and 1. The pixel values of the blood
vessels are generally lower than the other pixels in gray im-
ages. Therefore, after inverting the input images, the pixel
values of the blood vessel region are higher, and those of
the non-vessel region are lower. The gray-inversion images
can be used as a coefficient (α), which we call THE Vessel
Attention Coefficient (VAC). Before inputting the feature
maps from the skip connection into the AG, we perform an
advanced attention computation to the feature maps. The
advance attention coefficient can be described as follows:

x̂n
i = αn

i x
n
i , (1)

where xn
i represents the value of the i-th pixel in the fea-

ture map from the n-th skip connection. αn
i is the Vessel

Attention Coefficient for i-th pixel in n-th feature map from

the connection skip. x̂n
i is the new value of the i-th pixel

in the feature map from the n-th skip connection. After the
advanced vessel attention operation, additive attention [15]
calculates the gating coefficient, which can be described as
follow:

βn
i = σ(qnatt(x̂

n
i , gi; θatt)), (2)

where σ(·) is sigmoid activation function. The attention
gate is characterized by set of parameters θatt. qnatt rep-
resents a series computation on x̂n

i and gi by parameters
θatt. The gating signal gi comes from a coarser scale [15].
In our work, we just used an advance vessel attention (α3

i )
in the last feature maps from the connection skip as shown
in Fig. 2 (c). This is because gray-inversion images need to
be downsampled to be used as a vessel attention map in any
other connection skip, but the gray inversion image loses
many vessel feature after multiple downsampling.

3.4. Loss Function Considering Vessel Topology

Diverse loss functions exist for image segmentation
tasks. For example, the Dice coefficient [13] is commonly
used as a loss function that mainly calculates the training
by measuring the overlap of the prediction and the ground
truth. However, for blood vessel segmentation, connectiv-
ity is a factor that has to be considered. For this reason, in
2021 Shit et al. [23] proposed a loss function that consid-
ered vessel topology and connectivity called the centerline
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Dice (clDice), which is calculated on the intersection of the
segmentation results and their morphological skeletons. In
addition, clDice can evaluate the vascular structure and ves-
sel connectivity of results. In our work, we use clDice to
train the network. The clDice function can be expressed as
follows:

Tp(SP , VL) =
|SP ∩ VL|

|SP |
, (3)

Ts(SL, VP ) =
|SL ∩ VP |

|SL|
, (4)

clDice(VP , VL) = 2
Tp(SP , VL)Ts(SL, VP )

Tp(SP , VL) + Ts(SL, VP )
, (5)

where VP and VL are the predicted segmentation mask and
the ground truth mask, respectively. SP and SL are the
skeletons which are extracted from VP and VL, respec-
tively. Tp(SP ,VL) refers to the topology precision, and
Ts(SL,VP ) is the corresponding sensitivity. As the Dice
definition, clDice is defined as the harmonic mean of two
measures. The final clDice function, which combines the
Dice function and clDice function, is expressed as:

L = (1− λ)(1−Dice) + λ(1 − clDice), (6)

where λ is scale factor.

4. Experiments and Results
4.1. Dataset and Metrics

Dataset. Raw images of 5184×3456 pixels were taken
by a experienced doctor using a camera on the left eye-
piece of a stereomicroscope. These microscopic images
were taken at different periods in organoid cultivation on
different mice. A stereomicroscope is a kind of optical mi-
croscope that can directly observe objects without slicing.
As shown in Fig. 3, we made our microscopic image dataset
(MICW) for blood vessel segmentation in cranial windows
follows: (1) First, we cut the images with an aspect ratio of
1:1 and resized them to 3000×3000 pixels to remove such
irrelevant regions as bone cement. (2) Second, we masked
the remaining regions that could not be cropped and kept
the circular cranial window areas to reduce the subsequent
computation cost. (3) Finally, we made the FOV masks and
used MIPAV software [12] to make Ground Truth (GT) for
each masked images. Therefore, our dataset included 20
microscopic images of cranial windows of 3000×3000 pix-
els for training and testing of blood vessel segmentation.

Metrics. For evaluation, we used Dice Score, Accuracy,
Sensitivity, and Specificity, which are commonly used to
appraise such tubular-structure segmentation tasks as retinal
blood vessel and brain vessel segmentation.

Raw Image Cut and Resized Image Masked Image

Ground Truth FOV Mask Masked Image

Pipeline of making dataset
Figure 3. Process of making our dataset: There are corresponding
the GT and the FOV masks for each masked image.

To evaluate the connectivity of the extracted blood ves-
sels, we also used the clDice score et al. [23], which is based
on morphology and corresponds with a soft clDice. The
clDice score’s formula is shown in Eq. 5, which calculates
the intersection of the segmentation masks and their mor-
phological skeletons.

4.2. Implementation Detail

Our experiments were implemented by the Pytorch [16]
deep learning library using NVIDIA GeForce GTX 1080Ti.
The loss functions were used for optimization with the
Adam, and the learning rate was 0.0005.

In our experiment, each microscopic image used for net-
work training was 3000×3000 pixels. Due to GPU limi-
tations, we downsampled each image to 1024×1024 pixels
and randomly cut the images into 2560 patches with 64×64
pixels and input the patches into the networks for train-
ing. For testing, the test image was also cut into patches
of 64×64 pixels and input into the networks. After out-
putting the prediction patches, we spliced the output pre-
diction patches into the whole prediction, and the pixel val-
ues with a blood vessel probability of more than 0.5 were
regarded as a blood vessel region to generate the final pre-
diction result. Because we used a small dataset, we flipped
the patch in the up-down and left-right directions with a
probability of 0.5 and rotated the patches at three angles
(90◦, 180◦, 270◦) to augment the data. Additionally, we
conducted a five-fold cross-validation experiment. We used
16 images for training and four images for testing in each
fold experiment. The final quantitative results of our exper-
iment were obtained by calculating the mean and standard
deviation of the five-fold cross-validation results.

4.3. Evaluation of Results

To prove the effectiveness of our method, we compared
it with some previous methods. Fig. 4 shows the qualitative
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Microscopic
Image

Ground Truth U-Net Attention U-Net Ours

Figure 4. Qualitative results of the U-Net [18], the Attention U-Net [15], and ours. Note that the three networks have identical 4-layers
encoder-decoder structure trained with the same loss function clDice(λ = 0.1).

Ground Truth Gray GCE+CE Ours
Microscopic

Image

Figure 5. Visualization results for same Attention U-Net with vessel attention and loss function clDice(λ = 0.1) with different prepro-
cessed input images, including gray images, images after preprocessing by green channel extraction and contrast enhancement (GCE+CE),
and images after preprocessing by dehazing, gamma correction, denoising, green channel extraction and contrast enhancement. We use
green arrows in first row and blue arrows in second row to show segmentation results of small blood vessels and partially occluded blood
vessels of each network, respectively.

result of our method on our microscopic image dataset com-
pared to the U-Net and Attention U-Net results. Note that
we used a 4-layer encode-decode structure and the clDice
loss function for all the networks to compare them. As
shown in Fig. 4, we found that the Attention U-Net with at-
tention gate outperformed the U-Net. After further adding
vascular information, the Attention U-Net achieved better
segmentation results. The quantitative results in Tab. 1
show that after adding the attention gate and vessel atten-
tion, the Dice score reached 75.56%, and the clDice score
reached 79.95%.

Figure 5 shows the performance of different prepro-
cessing methods when we used the same Attention U-Net
framework with vessel attention. From the first row in Fig.
5, we found that compared with the gray images (Gray),
the images after preprocessing by green channel extraction
and contrast enhancement (GCE+CE) as input images had
better results for small blood vessels segmentation in some
regions with low contrast (green arrows). From the sec-

ond row in Fig. 5, we learned that for the partially oc-
cluded blood vessels regions, compared with the input im-
ages without dehazing (Gray and GCE+CE), the extraction
results of the input images with dehazing (Ours) extracted
the blood vessels more accurately and better maintained the
connectivity of arteries (blue arrows). According to the re-
sults shown in Tab. 2, our preprocessing scheme improved
the Dice score by 2.02% and the clDice score by 1.54%,
compared with a scheme that used gray images without pre-
processing.

4.4. Ablation Study

Attention map and feature map analysis. As shown
in Fig. 6, we visualized the attention coefficient (β3) of
AG3 in Fig. 2 (c), obtained from test images concerning the
training epoch. The blue arrows in Figs. 6 (a) and (b) show
that with the increase of training epochs, the model pays
more attention to vessel pixels and reduce its concentration
on non-vascular pixels. In addition, we also visualized the
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Methods Accuracy ↑ Sensitivity ↑ Specificity ↑ Dice ↑ clDice ↑
U-Net [18] 91.33 (0.61) 74.48 (2.28) 95.09 (1.21) 75.30 (2.88) 79.77 (2.94)
Attention U-Net [15] 91.40 (0.70) 74.23 (2.58) 95.23 (1.29) 75.38 (3.20) 79.74 (2.87)
Ours 91.41 (0.88) 74.76 (1.74) 95.13 (1.40) 75.56 (3.21) 79.95 (2.88)

Table 1. Results of Attention U-Net with vessel attention (Ours) and other encode-decode networks (the U-Net and the Attention U-
Net) on our dataset. We reported mean (and standard deviation) of five-fold cross-validation experiment for five metrics. The best and
the second-best results are marked in bold red and black, respectively.

Methods Accuracy ↑ Sensitivity ↑ Specificity ↑ Dice ↑ clDice ↑
Gray 90.69 (0.56) 72.96 (6.55) 94.76 (1.61) 73.54 (2.20) 78.41 (2.47)
GCE+CE 91.16 (0.64) 75.67 (5.03) 94.73 (1.59) 75.29 (1.48) 80.30 (1.61)
Ours 91.41 (0.88) 74.76 (1.74) 95.13 (1.40) 75.56 (3.21) 79.95 (2.88)

Table 2. Quantitative results using different preprocessing on our dataset. The Attention U-net with vessel attention is trained using gray
images without preprocessing (Gray), gray images with green channel extraction and contrast enhancement (GCE+CE), and the images
with dehazing, gamma correction, denoising, green channel extraction and contrast enhancement (Ours). We reported mean (and standard
deviation) of five-fold cross-validation experiment for five metrics. The best and the second-best results are marked in bold red and black,
respectively.

Low High 

(a) Epoch 6 (b) Epoch  200

(d) Attention U-Net 

with Vessel Attention 

(c) Attention U-Net   

Figure 6. We visualized the attention coefficient β3 for 6-th and
200-th training epochs in (a) and (b), respectively. In (c) and (d),
we visualized the attention coefficient β3 for the Attention U-Net
and Attention U-Net with vessel attention in identical 200-th train-
ing epochs. Equivalent colormap is shown at bottom, which in-
dicates that different colors in attention maps represent different
attention coefficient values. The more biased to red, the values are
higher; and the closer to blue, the values are lower.

attention coefficient to compare Attention U-Net and the At-
tention U-Net with the vessel attention as shown in Figs. 6
(c) and (d). The green arrows show that the Attention U-
Net with the vessel attention not only focuses more on the
blood vessel pixels on our dataset but also further reduce
the attention to the non-vascular pixels compared with the
Attention U-Net.

Color images and green channel images. Finally, as
shown in Tab. 3, the RGB images as the segmentation net-
work input have more unsatisfactory performance on our
dataset. The reason is that many pixels are not blood ves-
sels, although their color closely resemble that of the blood
vessels in the RGB images of the cranial window in our
dataset, which leads to segmentation results that are worse
than one-channel green images. Moreover, Zhang et al. [34]
proved gray images can increase the contrast between the
blood vessels and the background, conducive to blood ves-
sel segmentation. Therefore, we extracted the green channel
image instead of the RGB image in preprocessing.

Loss function analysis. In our work, we used the clDice
as a loss function to train the network. To prove that the
clDice performs blood vessel segmentation better on our
microscopic images dataset, we compared the clDice with
the Cross-Entropy (CE) [2] and the Dice Loss Function
[13]. As shown in Tab. 4, we found that when using the
clDice [23] as the loss function, we obtained 75.56% Dice
and 79.95% clDice score, respectively, which are more than
using the CE and the Dice loss function. Moreover, com-
pared with the CE, Dice and clDice (λ=0.5) loss function,
clDice (λ=0.1) achieved the best connectivity for the seg-
mented blood vessels shown in Fig. 7.
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Input Images Accuracy ↑ Sensitivity ↑ Specificity ↑ Dice ↑ clDice ↑
RGB Images 90.01 (1.49) 71.54 (4.74) 94.18 (2.97) 71.81 (4.24) 77.21 (3.73)
Green Channel Images 90.31 (0.33) 73.58 (7.38) 94.16 (2.20) 72.84 (2.72) 77.81 (3.22)

Table 3. Quantitative results of three-channel RGB image and one-channel green image as network input. Note that three experiments
used identical network structure (Attention U-Net without vessel attention) and loss function (clDice λ=0.1) to evaluate impact of different
input images on the results. We reported mean (and standard deviation) of five-fold cross-validation experiment for five metrics. The best
results are marked in bold red.

Loss Function Accuracy ↑ Sensitivity ↑ Specificity ↑ Dice ↑ clDice ↑
Cross-Entropy (CE) [2] 91.47 (0.70) 72.46 (3.09) 95.74 (1.10) 75.13 (2.74) 78.37 (2.12)
Dice [13] 91.53 (0.58) 71.44 (2.32) 96.02 (0.99) 75.01 (2.21) 78.17 (2.29)
clDice [23] (λ=0.5) 86.46 (3.67) 76.79 (6.28) 88.84 (5.85) 67.29 (5.52) 74.85 (2.80)
clDice [23] (λ=0.1) 91.41 (0.88) 74.76 (1.74) 95.13 (1.40) 75.56 (3.21) 79.95 (2.88)

Table 4. Quantitative results of the Attention U-Net with vessel attention trained with different loss functions. We reported mean (and
standard deviation) for five metrics. The best and the second-best results are marked in bold red and black, respectively.

5. Conclusions

In this paper, we proposed a method using Attention U-
Net with vessel attention to segment blood vessels in cra-
nial windows and created a microscopic image dataset for
blood vessel segmentation. By segmenting the blood ves-
sels from the wide-field and low-contrast microscopic im-
ages, we achieved a simple and low-cost method, which
is a novel work for long-term cranial window observation.
The Attention U-Net with vessel attention made the Atten-
tion U-Net concentrate more on the blood vessel regions,
reduced the influence of other non-vascular regions like
organoids, and used the clDice to train the model to im-
prove the connectivity of segmented vessels. In addition,
for the low-contrast problem, we used the CLAHE method
as one preproccessing step to enhance the contrast of the
microscopic images. We introduced dehazing to preprocess
the images to improve the segmented results of the blood
vessels occluded by organoids or dura mater. The experi-
mental results showed that our proposed method achieved
excellent performance in blood vessel segmentation from
low-contrast and wide-field microscopic images of cranial
windows.

However, because a cranial window’s radius is only
about a few millimeters, some small blood vessel edges
in the wide-field microscopic images taken by stereomi-
croscopes are difficult to observe even by the human eye.
Thus, it is not easy to make ground truth. In the future,
we will combine high-resolution image information to as-
sist the segmentation task and further improve the segmen-
tation accuracy of small blood vessels and apply it to extract
small blood vessels in vascularized organoids. Also, con-
sider the uncertainty of the vascular region for blood vessel
segmentation. In addition, we also plan to register the ex-

clDice (𝜆 = 0.1)

CE Dice

clDice (𝜆 = 0.5)

Figure 7. We visualized segmentation results when using identical
network trained with different loss functions.

tracted 2D vascular structures with the 3D mouse’s brain
vascular temple to help the biological researchers better ob-
serve the changes of blood vessels when the experiment is
implemented in cranial windows.
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