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Abstract

In soccer, passing is one of the most fundamental actions
for building tactics. Automatic prediction of the pass re-
ceiver can be useful in many situations, such as in player
and team analysis and entertainment. In previous studies,
the prediction is based on tracking data, in particular, time-
series data of the two-dimensional positions of the players
on the field, and little use has been made of video informa-
tion such as the players’ own posture and facial orientation.
Thus, this paper aims to build a pass receiver prediction
model that combines visual information with the trajecto-
ries of the players and the ball. We extract the features of
the players’ body movements from the video and the fea-
tures of their movements on the field from the trajectories
by using 3D convolutional networks and long short-term
memory and learn the interactions between each player by
using a transformer. Our study evaluation used wide-angle
video and tracking data of 20 players, i.e., all players on the
field excluding the goalkeepers. The results show that the
prediction accuracy is greatly improved by using the video
information.

1. Introduction
Soccer is one of the most popular sports and has the

largest global market size of any sport. Here, passing is the
most frequent and dynamic part of soccer strategies, and
it plays a big role in maneuvering the ball between team-
mates separated by short and long distances. If machines
were able to predict the player who will receive the next
pass or the location where a pass happens, it would have a
wide range of applications; for example, they can be used
to simulate what kind of pass will be selected in a particular
situation or to measure the quality of a pass and its value on
the field. This will facilitate analyses of players, team abili-
ties, and tactical characteristics. Surprising or failed passes
would be also clearer for non-experts.

Despite its usefulness, pass prediction remains one of the
most difficult prediction tasks in soccer analysis. It requires
high-level modeling of players’ decision-making in tempo-
ral contexts. The quality and success of passes are also un-
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Figure 1. For each player, the visual and positional features are
obtained separately from video and trajectory (green and blue ar-
rows), then fused. The representations of the 20 players and the
ball positional feature (yellow dotted arrow) are passed to a trans-
former encoder, which predicts the next ball receiver.

certain depending on the skill of the players or the situa-
tion. The most basic pass prediction models in the literature
are location-based, where the players and the ball are rep-
resented by point trajectories, and hand-crafted features on
them, such as velocity and acceleration, are utilized. These
methods are not capable of handling visual information
such as the players’ posture or face orientation, which may
help to improve the pass prediction. Some studies examined
the usages of visual information in pass prediction but in a
limited manner. For example, one study reported that sim-
ple video-based models do not match location-based mod-
els in terms of prediction accuracy [8]. Orientation-based
models, which utilize vision-based pose estimation or ge-
ometric information such as the speed of the player , have
been proposed [2, 26], but they still abstract rich visual in-
formation that the original video frames contain.

In this paper, we propose a method that learns to relate
video frames with the location information of players and
the ball for high-accuracy pass prediction. In our model, af-
ter the visual features and positional features of each player
have been extracted using a 3D convolutional neural net-
work (3D CNN) and long short-term memory (LSTM), it
learns the relationship between players by using a trans-
former encoder to make predictions upon visual informa-
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tion, location information, and the relationships between
players. Fig. 1 illustrates the overview of our model.

To demonstrate the effectiveness of the proposed model,
we obtained wide-angle match videos where 20 players on
the field (excluding the goalkeepers) were always visible
and tracking data that recorded the players’ positions on the
field at each point in time in the videos. In experiments with
this data, our model improved top-1 accuracy by up to 13%
compared with the model with only location information
and had top-3 accuracy of over 90%. We also considered
possible applications of our model and attempted two us-
ages: detecting the timing of the changes in decision mak-
ing and detecting high-level pass scene by prediction error.

2. Related work
Valuing plays is a major topic in analysis of soccer

[3, 4, 13, 18, 19], and predicting the success rate of a pass
or the probability of a pass being made may be used to de-
sign a metric. Power et al. used a linear regression model
to calculate the success probability of a pass based on the
distance and angle between each player, and calculate the
reward of a pass based on whether a shot will occur within
10 seconds after receiving the pass [21]. Similarly, the Ex-
pected Possession Value (EPV), which is a continuous value
from -1 to 1 that indicates how much a certain position on
the field contributes to the goal, is a metric that uses the
probability of success of a pass [10]. Furthermore, a pass
prediction model suitable for EPV has been considered [9].
As shown above, pass direction and success rate play an im-
portant role in the evaluation of passes and plays, and better
pass prediction models will produce better value indicators.

Traditional pass prediction methods use hand-crafted
features, such as the distance between players defined in
terms of the 2D coordinates of the players on the field, and
use classical machine learning to predict the next player to
receive a pass or the location where a pass will be made
[7, 11, 17, 24–28]. Wei et al. predicted the pass receiver us-
ing a hidden conditional random field based on the speed,
position, and direction of movement of 11 players in an ar-
bitrary team; this was the first study in pass prediction to use
tracking data [28]. Dauxais et al. used random forest [7] and
10 features related to the distance between players, such as
the distance to the closest defender and their positions on
the field immediately before a pass. Similarly, Li et al. ex-
tracted 54 features from the tracking data just before the oc-
currence of a pass, taking into account not only the distance
and position but also the game situation and possible pass
routes, and predicted the pass receiver by using LightGBM
[17]. Hubacek et al. proposed a neural network for learn-
ing spatial features on the field by inputting hand-crafted
features based on position and distance into the CNN [15].
Fernandez et al. created eight-feature-channels image-like
tensors based on the position of the defender, the ball, and

the goal at the moment of the pass, and trained the CNN to
predict the location of the pass as a heat-map [9].

Most of the studies in which sports video is used as
input are on comprehensive event/action recognition tasks
[5, 12, 23, 29, 30]; only a few studies have treated individ-
ual action prediction tasks such as pass prediction. As for
pass prediction using visual information, Felsen et al. used a
simple fully convolution neural network to predict passes in
water polo match videos, where the correct answer was the
position in pixels of the player receiving the pass [8]. How-
ever, they reported that a prediction model using the player
and ball position coordinates as input has higher accuracy.
Arbues-Sanguesa et al. proposed a pass receiver prediction
based on a probabilistic model combining the players’ pos-
ture orientation (a kind of visual information), the positions
of the enemy team players, and the distances between play-
ers [1]. Although the accuracy of the model was high, the
posture direction of the players was estimated in advance
with a deep neural network [2], and the prediction accuracy
was affected by the accuracy of the estimation. As well,
other information in the video image, such as the face ori-
entation and posture state, was not used.

In this study, we attempted to input the video image itself
in order to take into account the visual information included
in the video image as much as possible and used a 3D CNN,
which has been shown to be highly accurate in video recog-
nition tasks. We also used the positional coordinates of each
player to achieve highly accurate pass prediction.

3. Method

3.1. Overview

In this paper, we tackle pass receiver prediction, a task
to predict the receiver of the next pass under the assumption
that the next pass happens and succeeds, i.e., the pass is not
interrupted or does not go out of play. The prediction can
be seen as a k-way classification problem, where k means a
number of the potential receivers. The task can be solved by
assigning pass-receiving probability to each teammate, the
conditional probability that a player receives a pass given
that the pass happened. This can be denoted by

p(pi, t) =
f(pi, t)∑

j∈[1,k],j ̸=s f(pj , t)
, (1)

where pi is i-th player, ps is the pass sender, t is time frame,
and f is the modeling function. Our dataset consists only
of data from successful passes. This is because the failed
passes are difficult to label who they were intended for. The
input of our prediction model is a time series of frames of
each player and their position on the field from a few sec-
onds before the pass to the timing of the pass. The design
philosophy is shown in Fig. 1.
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Figure 2. The green and blue lines indicate past trajectories of each
player, and the green and blue dots are players’ current position.
The ball trajectory is illustrated in the yellow line and the orange
dot is its current position.

We build our prediction model over wide-angle videos.
There were several options for the type of video to be used,
one of which was the broadcast video. However, not all
players may be within the angle of view due to the camera
work, and this will lead to data loss. Wide-angle videos, of-
ten captured by club teams for analytic purposes, give full
tracks of the players and preferable for pass prediction. We
also use their trajectories as illustrated in Fig. 2 that are ob-
tained using a FIFA certified optical tracking system, called
Tracab [6]. More details are described in Sec. 4.1.

3.2. Alignment between video and 2D trajectory

Our model assumes that the inputs are cropped player
videos and players’ 2D trajectories, as shown in Fig. 1.
However, since the wide-angle videos do not have any an-
notations such as bounding boxes, we create our dataset
by solving an alignment problem between players’ posi-
tion in the video and the 2D field coordinates obtained by
the tracking system. Fig. 3 shows the overview of our pro-
cess of alignment. First, we transform players’ 2D positions
in the field coordinate system to those in the video frames.
Panoramic images of each match are generated and we use
two homography matrices H1 and H2 for the coordinate
transform. H1 and H2 are obtained by using video frames,
panoramic images, and a few hand-picked 2D coordinates.
Those transformed players’ points still include positional
errors because of camera distortion. To refine the posi-
tions, we detect players’ positions in frames by You Only
Look Once (YOLO) [22] version 5 [16] and align trans-
formed player positions to those detected points in order to
use tracked and labeled information in the original tracking
data. However, there are two probable errors in detection
of YOLOv5 and one issue for alignment: the first two are
undetected players and detected unnecessary persons such
as referees. The last one is uneven positional shifts, as de-
picted in the top center of Fig. 3.

For the issue of undetected players, we use a rigid point
registration algorithm, iterative closest point (ICP) [31] and
bring the two set of points as close as possible by a rigid
transformation so that undetected positions in the video can

be estimated. We refer to these points as pseudo-detected
points. However, unnecessary points are also moved by
ICP; thus, as depicted in Fig. 4, hungarian matching be-
tween the detected points by YOLOv5 and moved points by
ICP is applied to filter required points. Finally, we use co-
herent point drift (CPD) [20], which calculates the mobility
of each point individually, for non-rigid alignment between
transformed points from tracking data and detected points
by YOLOv5 with pseudo-detected points. By this process,
the correct positions in the video coordinate and the size of
bounding boxes of each player are obtained. More details
are provided in the supplementary material.

3.3. Pass prediction

Our prediction model is designed to effectively combine
soccer match videos and positional data on each player and
the ball during the match. We consider the necessary ele-
ments for pass prediction are three-fold: the players’ body
movements, the players’ positional movements on the field,
and the interactions between the players. Thus, the predic-
tion accuracy must be improved by selecting and combining
suitable architectures for each element. The overview of our
model is shown in Fig. 5.

Body motion embedding We use Tv video frames show-
ing the 20 players of both teams except the goalkeepers be-
fore the exact timing of a pass as input to the feature ex-
tractor of the players’ body movements. Since the area of
a player in a wide-angle video is extremely small, if the
entire video images were used as input, some players’ in-
formation might be lost in the process of feature extraction.
Therefore, we use cropped frames of each of the 20 players
in the video obtained by our alignments process and extract
each player’s feature independently. In addition, it is desir-
able to use temporal context information to compensate for
the low image resolution of the inputs; thus, we used a 3D
CNN to extract features by convolution in the temporal di-
mension. We use a part of 3D resnet [14] and the weights of
the model for feature extraction of each player were shared.

Trajectory embedding The input is 2D positions in the
field coordinate system of the 20 players and the ball during
Tt frames before the exact timing of the pass. A one-layer
LSTM is used to extract the trajectory features for players’
positional movements. In order to emphasize the move-
ment just before the pass, which has a larger impact on the
player’s pass course selection, only the output of the last
hidden layer of the LSTM is used, and the balance between
the contribution of the past information and the information
just before the pass is considered by using the forgetting
mechanism of the LSTM. We extract the features for each
player and the ball separately, whereas the weights of the
LSTM are shared for all of them.

Learning interaction These trajectory and body move-
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Figure 3. Overview of our processes for alignment between video and tracking data.

Figure 4. Addition of pseudo-detected points by ICP (red squares)
and removal of unwanted points using Hungarian matching (gray
squares). Blue points are obtained by YOLOv5.

ment features extracted for each player are summed, and the
20 features and the positional features of the ball are used as
input to learn the interaction between the players. The re-
lationship between players is modeled as a complete graph,
because each players is directly or indirectly influenced by
all the other players. We expect that the graph should model
various perspectives (the relationship between teammates,
opponents, surrounding players, etc.) through learning with
a transformer. We also expect that the multi-head atten-
tion would enable the learning of multiple graphs that mod-
els multiple perspectives (more offensive/defensive, etc.).
Namely, self attention can be understood as the process of
learning complete graphs when the weight is the strength
of the connections between nodes, and multi-head attention
can be understood as generating multiple complete graphs
because the attention weights are generated multiple times.
We use a transformer encoder with 21 features (players and

ball) as input and a residual connection between input and
output in order to focus on learning interactions. The fea-
tures are in the order of the passer, the 9 potential receivers,
the 10 opposing players, and the ball, and we apply the po-
sition encoding just to indicate the order of input. While the
model does not care the orders within potential receivers
or opponent players, we aligned the receiver features and
ground-truth receiver labels in the same place during train-
ing.

Finally, the probability of receiving a pass is predicted
by applying the fully connected layers to each of the 9 play-
ers’ features. The pass receiver is predicted by the output
probability values from softmax operation.

4. Experiment
4.1. Setting

Dataset The dataset we used consisted of wide-angle
videos in which 20 players (excluding the goalkeepers) ap-
pear at all times during a match, and tracking data showing
the positions of all players including the goalkeeper, on the
field at each point in time. The video and the tracking data
were recorded in professional soccer league matches, and
a total of 25 matches were obtained from three stadiums.
The resolution of the match videos was 1920× 1080. Since
the sampling rate of the videos is 30Hz and the position
coordinates is 25Hz, we resampled coordinates to 30Hz to
synchronize them. For memory saving and faster training,
we down-sampled only the videos to 15 Hz. The positional
coordinates recorded were tracked by a dedicated optical
tracking system and manually corrected. The range of the
coordinate system was (0, 0) ≤ (x, y) ≤ (5250, 3400). Al-
though the coordinates of the ball were not recorded, the
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Figure 5. Overview of our network. For each player’s representation, a video with Tv frames and a trajectory with Tt frames are processed
by 3D Resnet [14] and a one-layer LSTM followed by feature fusing. A transformer encoder with residual connections updates the players’
features while aggregating their interaction based on 20 players’ tokens and the information. The ball-receive probabilities are predicted
by a simple fully connected layer using the 9 teammates’ features output by the transformer.

tracking data included the timing and location of events
such as passes and shots; thus, the data for the ball were
obtained by linear interpolation on the basis of the location
and time of ball play. The coordinates of the players and
the ball were normalized to (−1,−1) ≤ (x, y) ≤ (1, 1),
and the coordinates were horizontally flipped when neces-
sary so that the attack direction of the team to which the
passer belongs was aligned among the scenes.

Only successful pass scenes were used. Each scene has
a length ranging from 1.0 to 5.0 seconds, and the pass oc-
curs at the end of the scene. The total number of scenes
was 15,586, of which 10,911 scenes were used for training,
1,559 scenes for validation, and 3,116 scenes for testing.

Implementation details We extracted body movement
features from cropped clips consisting of 15 frames (1 sec-
ond each) that were prepared for each player, and each
frame was resized to 100 × 100 resolution. We used fea-
ture maps of intermediate layers and embeded them in 64
dimensions. For the trajectory feature extraction, we used
150 frames (5 seconds) showing the trajectories of each
player and the ball as input in order to consider a longer
time context. For the scenes shorter than 150 frames, we
interpolated the trajectory data by zero-padding. The hid-
den layer had 64 dimensions. Note that the ball trajectory
feature was used alone because there was no correspond-
ing image feature. These features of the 20 players and the
ball feature were passed to the transformer encoder and the
outputs were fused with inputs by residual connection. The
transformer had 4 layers and 4 heads; these settings were
empirically determined. Finally, we passed the features that
correspond to the potential receivers to the fully connected
layers and converted into a pass-receive probability by us-
ing the softmax function.

Besides, we trained three other methods to compare
their accuracy: our model without body movement features

(only-trajectory), an existing method based on the position
just before the pass [15], and a rule-based method that treats
the closest teammate as the receiver. For the only-trajectory
model, we used raw 25Hz trajectories instead of the resam-
pled 30Hz trajectories. We used a batch size of 24 for train-
ing the proposed model and a batch size of 32 for training
the trajectory-only model. For both models, the ADAM op-
timizer with hyper-parameters β1 = 0.9, β2 = 0.999 and
ϵ = 10−8 was used and the learning rate was 0.0001. We
used cross-entropy loss for training, and we used top-k ac-
curacy for the test. To avoid overfitting, we stopped the
models early and chose the models that had the top-1 accu-
racy on the validation data.

4.2. Quantitative evaluation

The experimental results are shown in Tab. 1. Our
method reached the highest prediction accuracy for all top-
k metric. Observing the increments of top-1 accuracy, tak-
ing the time series of positions into account is effective to
improve the prediction. Also, including video information
contributes to accurate prediction, and we can observe the
largest impact for the improvement.

Next, we analyzed the difference of our proposed method
and trajectory-only model in order to clarify the contribu-
tion of using videos. First, we paid attention to the rela-
tionship between prediction accuracy and pass distance. To
reduce the risk of losing the ball, a player tends to pass it
to the teammates close to them. Thus, the number of short
passes is greater than that of long passes, making it diffi-
cult to predict long passes that rarely happen. However,
intuitively, a player’s kicking motion is an important key to
estimating whether the player will pass on a short course or
a long course. We analyzed the number of top-1 success-
ful pass predictions and how far away the receiver was from
the sender in that scene. As shown in the Tab. 2, the farther
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Accuracy (%)
Method top-1 top-3 top-5
Nearest 30.4 67.2 83.0
CNN ( [15]) 39.0 78.0 91.6
Ours (trajectory) 49.0 84.9 95.0
Ours (trajectory+RGB) 62.5 92.3 97.5

Table 1. Top-1/-3/-5 accuracy of the models.

The number of successful predictions (scenes)
Method 1st 2nd 3rd 4th 5th 6th 7th 8th 9th
Ours (trajectory) 641 378 248 123 60 43 14 13 8
Ours (trajectory+RGB) 732 473 335 178 92 64 26 20 28
Total number of scenes 1034 730 519 306 184 132 77 59 75
trajectory+RGB / trajectory 1.14 1.25 1.35 1.45 1.53 1.49 1.86 1.54 3.5

Table 2. The numbers of successful predictions when the true receiver is the n-th
nearest neighbor from the sender.

away the receiver is, the fewer passes there are; this can
leads to learning difficulties. Although the the number of
successful pass predictions of both models were decreasing
significantly, our model successfully predicted the receiver
who was the seventh, eighth, or ninth nearest neighbor of
the sender in about twice as many scenes as the trajectory-
only model did. We consider the visual information helped
to predict a long pass course.

Finally, the accuracy of the proposed model was com-
pared by varying the video input length from 15 frames (1
second) to 75 frames (5 seconds). The model parameters
were fixed for this analysis as the proposed model can han-
dle such change of input dimension. The results are shown
in Tab. 3. The overall trend is that the accuracy decreases
as the amount of temporal input increases. The decrease
is especially large for the top-1 accuracy. The reason for
this may be that the parameter size is not appropriate for the
video length. Since the parameter size is the same for an
input volume that is up to five times larger, it may not be
possible to extract information using the entire video, so it
is desirable to increase the parameter size. However, it is
known through experiments that learning becomes unstable
or overfitting occurs extremely quickly if the parameters are
made too large; thus, it is necessary to search for the correct
parameter size and structure.

Video length (frames)
Top-k accuracy (%) 15 30 45 60 75
Top1 61.10 59.89 59.25 57.59 57.98
Top3 91.52 91.17 90.31 89.65 90.00
Top5 97.47 97.03 97.15 96.88 96.53

Table 3. The top-k accuracy v.s. video length. The accuracy is the
average of three test models.

4.3. Qualitative evaluation

On the basis of the scores of the quantitative evalua-
tion, we qualitatively analyzed the predictions of the exist-
ing methods. First, we analyze the difference between the
trajectory-only model and the CNN model [15] to grasp
their tendency. Then we visualize the difference between
the predictions of the trajectory-only model and the pro-
posed model (trajectory+RGB).

Regarding the effect of the time-series positional infor-

mation, we found that the prediction is more successful in
scenes where the player passes while moving, such as dur-
ing dribbling. This is because players are likely to pass the
ball to the player who is ahead of them in the direction
of their trajectory, as can be seen in Fig. 6a. In addition,
the trajectory-only model tends to predict the pass course
more toward the opponent’s goal because there are many
such scenes when the player’s team is on the attacking side.
However, this is also related to prediction failure, because
the pass prediction in a different direction from the trajec-
tory direction often fails, as shown in Fig. 6b. In particular,
in the case of a direct pass or a pass when the passer is sta-
tionary and there are several teammates around him who are
about the same distance away, it is difficult to predict who
the receiver will be based on the the trajectory information
alone. For those scenes, visual information is helpful.

Next, we compare our model to the trajectory-only
model. Fig. 7 shows another example of scenes which
trajectory-only model cannot handle well. Although the
sender did not move largely before receiving and passing
the ball directly, our model (trajectory+RGB) predicted the
right pass course (the red arrow) by taking into account the
kicking form. Our model is also capable of predicting the
correct direction of a pass even when the pass is in a differ-
ent direction from the trajectory. Fig. 8 is the same scene to
the one in Fig. 6b. The passer’s kick motion corrects for the
adverse effect of the trajectory information. Similarly, the
prediction accuracy of long passes was improved by taking
the kicking form into account, especially the swinging of
the feet.

As an example of the usefulness of the video informa-
tion of the receiver, we found that the prediction of a pass
to a position where it was difficult to make a pass, such as
a through pass to a place where there were many opponent
players, was successful when the receiver’s motion of re-
ceiving the ball was considered. Fig. 9 shows such a case.

However, all the models tended to fail in circumstances
where it is difficult to control the ball and the ball tends
to go where the player does not intend, such as in heading
and floating passes. For the same reason, in scenes of long
passes for a side change, there were many cases where the
direction of the pass was correct, but the predicted player
and the actual receiver were different.
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(a) The trajectory helps to predict the correct pass course when the sender
passes while moving.

(b) The trajectory-based model becomes erroneous when predicting a pass
in a different direction from the player’s trajectory.

Figure 6. The bird’s eye view images of a soccer field and trajec-
tories. The area in the black rectangle is a zoomed view of the
area in the black dotted rectangle. The blue and red squares indi-
cate the sender and the receiver (both of them in the blue team).
The wine-red arrows show the top-1 predictions by the trajectory-
only model, and the black arrows show the top-1 predictions by
the CNN model [15]. The blue dotted arrows represent the out-
lines of the senders’ trajectories.

Figure 7. A scene of a direct pass. The red arrow represents the
top-1 prediction by our model. The sender’s kicking movement is
observed from video frames in the left blue box. Inputting video
frames corrected the prediction by trajectory-only model.

4.4. Limitations

Our model has several limitations. The first is that the
successful predictions even with our model are the passes
to the nearest neighbors. In this study, we used only the
successful passes in our data, and successful passes tend to
be in short distance. In other words, our prediction model
trained on this data has a bias toward predicting short dis-

Figure 8. A scene when the player stopped to change the direc-
tion right before the pass. The red arrow shows prediction by
our model, and the wine red shows that by trajectory-only model.
Body orientation becomes a key feature for prediction.

Figure 9. An example of scenes which the sender’s action (blue
box on the right) and the receiver’s action (red box on the left)
contributed to accurate prediction. The red and wine-red arrows
are predictions of ours and trajectory-only model.

tances. The passes that are failed to be predicted were likely
to be in longer distances. By including the failure passes in
the learning, we should be able to create a more realistic
pass prediction model. Second, the model does not take
the game theory into account or game situations such as the
score difference and remaining time. Such information may
provide a clue to improve the prediction accuracy in scenes
where the prediction probabilities of the top-2 and top-3 are
almost the same, namely, when the model is not sure which
course to predict.

5. Possible Application
In this section, we describe a possible application of our

model. We show that our model can analyze the play based
on the probability change during a time frame before a pass
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Figure 10. A scene when two specific players’ probability values
are changing largely. It seems that the sender decided to change
the pass receiver at -0.5 seconds before the pass happens.

happens.
We used our model to observe the probability during one

second before a pass happened and detected the moments
when the sender changed his decision. We input videos and
trajectories from 0.0, 0.2, 0.4, 0.6, 0.8, and 1.0 seconds be-
fore the pass into our model, and recorded the probability
values output at each of these timings. Fig. 10 is an ex-
ample of the players’ probability change. Each line shows
the change in the probability value of potential receivers at
each time. The number in the legend is the player identifi-
cation ID, which corresponds to the number in the video in
the analysis described below. The black downward triangle
indicates the player who actually receives the pass. The hor-
izontal axis shows the timestamps before the pass: -1.0 indi-
cates 1.0 seconds before the pass and 0.0 indicates the exact
timing of the pass. In this scene, ID1-9 (yellow) has a high
probability of receiving the ball at the beginning, and the
probability for ID1-4 (blue, the correct receiver) gradually
increases from the 0.5 seconds before to the time the pass
happened. Since the probability of receiving the ball for the
other players is low, it is assumed that the sender changed
the target of the pass from ID1-9 to ID1-4 at around -0.5
seconds.

The actual images of this scene are shown in Fig. 11.
The blue squares represent the sender, and the red squares
represent the ID1-9 and 1-4 with high probability values.
This scene starts with two players approaching the sender
to receive a pass as in Fig. 11a. As can be seen in Fig. 11b,
the sender turns his body into the side space to pass the
ball as the player 1-9 comes in. This movement and body
direction would have increased the probability value for the
player 1-9.

Next, we checked the actual video of the subsequent in-
crease in the probability value of the player 1-4. In the
video, we can observe that the sender stops the ball, turns to
another direction, and finally chooses to pass the ball to the
player 1-4 as in Fig. 11c. This behavior is considered to be a
factor that resulted in a higher probability for the player 1-4.

(a) The first frame of the scene: -1.0 time points at Fig. 10.

(b) Video frames of Fig. 10 from -1.0 to -0.6 seconds. The sender (blue)
turns his body to face the player 1-9 who comes in.

(c) Video frames of Fig. 10 from -0.6 to -0.2 seconds before the pass oc-
curred. You can see the sender stop the ball once and make a turn.

(d) The last frame of this scene.

Figure 11. The actual video frames of the target scene shown in
Fig. 10

Thus, we can see that the change in the probability values
correctly reflects the change in the players’ pass choices.
By analyzing the change in the probability values, it is pos-
sible to analyze what pass choices the players were trying
to make.

6. Conclusion
We described a new pass prediction model that is based

on the visual and location information of the players and
the relationships among the players. We have presented
specialized modules for each of them and proposed an ar-
chitecture that allows the video images to be input directly.
This makes it possible to consider the player’s visual in-
formation without prior processing such as pose estimation.
In addition, we described the comprehensive procedure for
creating a dataset that combines video and tracking data.
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