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Abstract

Current methods for pruning neural network weights iteratively apply magnitude-based pruning on the model weights and re-train the resulting model to recover lost accuracy. In this work, we show that such strategies do not allow for the recovery of erroneously pruned weights. To enable weight recovery, we propose a simple strategy called cyclical pruning which requires the pruning schedule to be periodic and allows for weights pruned erroneously in one cycle to recover in subsequent ones. Experimental results on both linear models and large-scale deep neural networks show that cyclical pruning outperforms existing pruning algorithms, especially at high sparsity ratios. Our approach is easy to tune and can be readily incorporated into existing pruning pipelines to boost performance.

1. Introduction

The dominant paradigm for training and inference of deep neural networks uses dense parameter tensors and hardware optimized for dense computations. However, sparse tensor multiplications can be more compute, memory and power efficient, all of which are important considerations for low-power mobile devices. To utilize sparsity, we require methods to either train sparse neural networks from scratch or convert existing dense models to sparse ones. Fortunately, it has been shown that pre-trained dense deep neural networks can be easily sparsified using simple heuristics involving magnitude pruning and re-training [15, 37]. One such commonly-used heuristic is gradual pruning, which iteratively prunes weights and follows it with re-training, each time increasing the number of weights pruned.

On the other hand, recent review papers [3, 13] have shown that is difficult to improve upon these simple heuristics, and as a result, current state-of-the-art approaches [13] still rely on such techniques. In this work, we connect these heuristics to projected gradient descent (PGD), a well-known algorithm for constrained optimization. Similar to gradual pruning, PGD involves alternating between magnitude pruning and re-training. However, as we show in the paper, this analogy breaks down for the simple case of pruning a single weight. To bridge this gap, we propose cyclical pruning, a simple strategy that uses a cyclical schedule for pruning rather than a monotonically increasing one. Our experimental results show that cyclical pruning outperforms gradual pruning across datasets on various models, especially at large sparsity ratios. This approach does not introduce any hard-to-tune hyper-parameters and can be readily incorporated into existing pruning pipelines.

Overall, our contributions are:

• We propose cyclical pruning, a simple pruning strategy that allows for recovery of previously pruned weights.

• We show that recovery of pruned weights is crucial in the context of pruning linear models, especially when the solution space is non-degenerate.

• We show improvements over gradual pruning on CIFAR-10 and Imagenet datasets across several models, especially at large sparsity ratios.

2. Related Work

Pruning in neural networks involves either structured pruning which removes entire neurons, or unstructured pruning which removes individual weights. Structured pruning [17, 19, 27], typically does not require any specialized hardware support, as opposed to unstructured pruning which requires explicit support for sparse computations [6, 18], and is the main focus on this paper.

Methods for unstructured pruning of neural network weights typically rely on magnitude pruning and re-training [14, 15, 37], and our paper extends these methods to allow for recovery of pruned weights. In these works, each layer can either be pruned to the same level of sparsity by applying magnitude pruning on each layer separately, or...
it can be applied once globally. While in this work we use local uniform layerwise sparsity, [1,24] propose to improve global sparsity by automatically tuning thresholds for magnitude pruning.

Another orthogonal line of work involves replacing magnitude pruning with alternatives that explicitly consider the impact of pruning on the final loss. To this end, second-order [16,26], and Fisher approximations [34,35] of the loss function have been employed. However, recent work [25] has shown that these methods do not necessarily improve upon magnitude pruning, especially when combined with fine-tuning.

Distinct from the approaches considered above, probabilistic approaches to pruning involve approximating the original pruning problem via stochastic relaxations [7,29,30,32]. These typically involve stochastic optimization over binary gate variables, in addition to the usual optimization over weights. However, recent work [13] has shown that such techniques often perform on par with, simpler magnitude pruning based approaches, which is the focus of this paper.

Also related is the lottery-ticket hypothesis [11,12], which states that there exists a pruning mask for every initialization of a deep model that allow for training only the the resulting sparse model from scratch, without the need to alter the pruning mask. While we propose to refine the mask during pruning using our method, we do not check whether these masks also correspond to lottery tickets, as this is outside the scope of this work.

Weight recovery has been an important consideration recently in the context of training sparse neural networks from scratch. While [10,21] use gradient updates to perform weight recovery, [9] use momentum to do the same. However, both methods place the constraint that intermediate models obtained during the course of optimization are also sparse, which places heavy restrictions on the weight recovery methods. However, no such restrictions apply to our case, [13,28] use gradient updates computed on a proxy sparse model by using the straight-through estimator (STE) similar to [36] and claim that this can lead to weight recovery. However these methods also use gradual pruning, for which we show that weight recovery is unlikely in practice.

3. Methods

In this section, we discuss existing approaches for unstructured pruning which involve magnitude pruning and re-training, and introduce the cyclical pruning algorithm. Given the similarity among these approaches, it is helpful to discuss these as instances of a more general framework for pruning, which we call time-varying projected gradient descent (TV-PGD), shown in Algorithm 1. The distinguishing features of this algorithm when compared to classical PGD are the usage of an iteration-dependent (or time-varying) sparsity and learning rate function and updating the pruning mask every $\Delta t$ iterations. Here, $\text{magprune}(\theta,s(t_i))$ refers to magnitude pruning of $\theta$ with a sparsity ratio of $s(t_i)$, which refers to global pruning in the literature. When this is applied separately layerwise, it is called local pruning. Global pruning can result in different sparsity rates for every layer, whereas local pruning ensures every layer is pruned to the same sparsity ratio. In this work, we only consider local pruning, but these methods equally apply to global pruning.

Algorithm 1 Time-Varying Projected Gradient Descent

| $\theta \in \mathbb{R}^d$ : model weights, $\ell(\theta) \in \mathbb{R}_+$ : loss function |
| $T \in \mathbb{N}$ : # iterations, $\Delta t \in \mathbb{N}$ : pruning interval |
| $M \in \{0,1\}^d$ : pruning mask, $t_i \in \mathbb{N}_0$ : iteration number |
| $s(t_i) \in [0,1]$ : sparsity function, $\eta(t_i) \in \mathbb{R}_+$ : learning rate |
| 1: procedure TV-PGD($\theta$) |
| 2: for $t_i \in [0, T - 1]$ iterations do |
| 3: $\theta \leftarrow \theta - \eta(t_i) \nabla \ell(\theta)$ \Comment{SGD update} |
| 4: if $t_i \mod \Delta t = 0$ then |
| 5: $M \leftarrow \text{magprune}(\theta,s(t_i))$ \Comment{Get Mask} |
| 6: end if |
| 7: $\theta \leftarrow \theta \odot M$ \Comment{Prune weights in-place} |
| 8: end for |
| 9: end procedure |

One-Shot Pruning: This simple procedure involves two steps: first magnitude pruning the dense model according to the target sparsity ratio, and then fine-tuning the resulting sparse model [15]. This corresponds to TV-PGD with $\Delta t > T$ and a sparsity function such that $s(0) = s_t$ equal to the final target sparsity. The learning rate $\eta(t_i)$ is monotonically decreasing in accordance with common training practices in deep learning, except at $t_i = 0$, where we have $\eta(0) = 0$.

Gradual Pruning: This involves pruning with a gradually increasing sparsity schedule, with pruning interspersed with fine-tuning. There are two broad variants of this procedure. The first, also called ‘iterative pruning’ [15] typically performs pruning in few steps (5-10), interspersed with fine-tuning for a large (usually 10+) number of epochs. This corresponds to TV-PGD with linearly increasing $s(t_i) = \frac{s_t}{\Delta t}$, $\Delta t \sim 10^+$ epochs, and a cyclical learning rate schedule $\eta(t_i)$ such that $\eta(t_i \mod \Delta t)$ is a monotonically decreasing function according to standard training practices, except for $\eta(t_i \mod \Delta t = 0) = 0$. Note that one-shot pruning emerges as a special case if $\Delta t > T$.

On the other hand, the ‘cubic pruning’ performs pruning several times (typically 100+), interspersed with a short fine-tuning stage of about few hundred iterations [37]. This corresponds to TV-PGD with a smaller $\Delta t \sim 100$ iterations, and monotonically decreasing $\eta(t_i)$ (as opposed to cyclic) learning rate schedule, and a monotonically increasing cu-
bic sparsity schedule as follows. Here \( s_{\text{init}} \) is the initial sparsity value and \( s_t \) is the target sparsity value.

\[
s(t_i) = s_t + (s_{\text{init}} - s_t) \left(1 - \frac{t_i}{T}\right)^3
\]  

Note that specific implementations of these pruning algorithms may differ slightly from the TV-PGD interpretation, specifically in the usage of in-place pruning which involves directly zero-ing out weights in the weight tensor, but in practice we found no difference in performance between these different variants.

One characteristic of both one-shot and gradual pruning is their lack of a mechanism for weight recovery, i.e., the ability of pruned weights to be recovered in future steps, which we define below.

**Definition.** (Weight Recovery) is said to have occurred in TV-PGD for some weight \( j \) if at any two iterations \( t_1, t_2 \) such that \( t_2 > t_1 \), we have the pruning masks \( M_j(t_1) = 0 \) and \( M_j(t_2) = 1 \).

Intuitively, we expect weight recovery to help in cases where identification of the correct weights to prune are critical, and where one-shot magnitude pruning does not identify these. In such cases, weight recovery can help correct mistakes made by magnitude pruning, and allow pruning of different weights in subsequent steps. However if correct identification of weights to prune does not matter, then we do not expect weight recovery to help. We further elaborate upon this in §4. We observe that in TV-PGD, weight recovery can only occur if a magnitude pruning step immediately follows a gradient update step, resulting in a dense weight tensor.

For one-shot pruning and iterative pruning, we observe that weight recovery is impossible as the magnitude pruning step never occurs immediately after performing a dense SGD update step. For cubic pruning, while weight recovery is technically possible, we found that it is highly improbable in practice. We hypothesize that this happens because weight recovery requires the magnitude of weights after a single update for some pruned weight at \( j \) to be larger than that of the smallest unpruned weight, which is improbable owing to usage of relatively small and monotonically decreasing learning rates \( \eta(t_i) \) used for fine-tuning. In other words, we require \((\eta(t_i)\nabla_\theta \ell(\theta))^2 > \min_{k, \theta_k > 0} \theta_k^2\) for pruned weights \( \theta \), which is difficult to satisfy when \( \eta(t_i) \) is small, and training diverges if \( \eta(t_i) \) is set high. We thus require a procedure that can reliably grow back weights that have been pruned previously, and for this purpose, we introduce a simple strategy called **cyclical pruning**.

**Cyclical Pruning:** We propose to perform pruning with a cyclical pruning schedule rather than a monotonically increasing one. Specifically, we divide the overall pruning schedule into \( k \) cycles, and within each cycle the pruning schedule is monotonically increasing. This corresponds to TV-PGD with a periodic \( s(t_i) \), where each cycle has a monotonically increasing \( s(t_i \mod T/k) \), and a periodic \( \eta(t_i) \) corresponding to a monotonically decreasing \( \eta(t_i \mod T/k) \), and \( \Delta t \sim 100 \) iterations. We observe that weight recovery always occurs here due to the periodic re-setting of the sparsity rates, i.e., \( s(t_2) < s(t_1) \) for \( t_2 > t_1 \) ensures weight recovery. Further, the recovered weights are likely to recover on par with unpruned weights due to the periodic re-setting of learning rates, as this allows for sufficient updates for important weights to recover. In practice, we use the same per-cycle sparsity schedule as in equation 1, and use a different value of \( s_{\text{init}} \) for the first cycle \( (s_{\text{init}} = 0) \), and subsequent cycles \( (s_{\text{init}} \sim 0.5 s_t) \), although we did not find this to be crucial.

**PGD Pruning:** A classical method to perform constrained optimization is projected gradient descent (PGD), which in this case corresponds to TV-PGD with \( \Delta t = 1 \) and constant functions \( \eta(t_i), s(t_i) \). We notice that similar to cyclical pruning, PGD also allows for weight recovery at all steps. However, in practice we find this to be ineffective for pruning deep neural networks, owing to the possible instability caused by pruning at every iteration, and the improbability of recovery due to \((\eta(t_i)\nabla_\theta \ell(\theta))^2\) being small. Hence practical considerations such as mini-batching and usage of relatively small, monotonically decreasing learn-
ing rates reduce its effectiveness in practice.

Thus weight recovery is a distinguishing feature of both
cyclical pruning and PGD. In the next section, we take a
closer look at weight recovery in PGD while pruning lin-
ear models, where practical considerations of training deep
models do not apply.

4. Is Weight Recovery Necessary?

In this section we study the importance of weight re-
covering in the simple case of sparse linear regression with
a single pruned weight. Formally, let \( \mathbf{y} = \mathbf{w}^\top \mathbf{X} \), where
\( \mathbf{y} \in \mathbb{R}^n, \mathbf{X} \in \mathbb{R}^{d \times n}, \mathbf{w} \in \mathbb{R}^d \). Also assume that out-
puts are generated from an underlying sparse vector, i.e.,
\( \mathbf{y} = \alpha^\top \mathbf{X} \), where \( \|\alpha\|_0 = d - 1 \), and \( \alpha_c = 0 \) for some
index \( c \in \{1, \ldots, d\} \). Also assume that the problem is over-
parameterized \( (d > n) \). Here, we wish to solve the follow-
ing.

\[
\mathbf{w}^* = \arg \min_{\mathbf{w}, \|\mathbf{w}\|_0 \leq d - 1} \|\mathbf{y} - \mathbf{w}^\top \mathbf{X}\|^2
\]  

(2)

In general, sparse linear regression is NP-hard \[31\], how-
ever if \( \mathbf{X} \) satisfies the Restricted Isometry Property (RIP)
[5], then efficient polynomial time solutions are known to
exist (i.e., PGD) [4]. Note that specifics of the RIP condi-
tion are not relevant to our discussion here, and we refer
interested readers to [20]. In practice, it is easy to con-
struct approximately RIP matrices by sampling matrix en-
tries from a scaled unit normal distribution [2]. As a result, we
everforth assume that \( \mathbf{X} \) satisfies RIP, and begin by
making the following observation.

Observation 1. For problem 2, gradual pruning (with
\( \eta(0) = 0 \)) is equivalent to one-shot pruning, and cyclical
pruning \((\Delta t = 1)\) is equivalent to projected gradient
descent.

This is true because for pruning a single weight, \( s(t_i) \)
for any strictly monotonically increasing schedule reduces
to a step function, and the cyclic schedule \( s(t_i) \) reduces a
constant function \( s(t_i) = s_t \) for \( \Delta t = 1 \). Further, the usage
of mini-batches is unnecessary here, and we use full-batch
gradient descent instead. We thus only study one-shot prun-
ing and PGD as proxies for studying gradual and cyclical
pruning respectively. For PGD, strong recovery guarantees
hold for the sparse linear regression problem under some
regularity conditions \[4, 20\]. Note that discussion of these
conditions is out of scope for this paper.

Unfortunately, such guarantees do not hold for one-shot
pruning. This is easy to see by applying one-shot prun-
ing on randomly initialized weights. Here the first step in-
volves magnitude pruning which effectively prunes a ran-
dom weight, and the probability of pruning the correct in-
dex \( c \) at initialization is only \( \frac{1}{d} \). The second step involves
re-training, which cannot change the pruned weight. Thus
with overwhelming probability \( (\frac{d - 1}{d})^d \), random initialization
followed by one-shot pruning fails to recover \( \alpha \). This sim-
ple counter-example illustrates why such recovery guaran-
tees cannot hold for one-shot pruning.

However this analysis does not reflect standard practice
in pruning where one-shot pruning is typically after dense
training, and not on randomly initialized weights. For the
linear case, dense training corresponds to solving an uncon-
strained version of equation 2, which is solved via regular-
ized least-squares method.

Assuming some \( \lambda > 0 \) for regularized least-squares, let
\( \mathbf{A} = (\mathbf{X}^\top \mathbf{X} + \lambda \mathbf{I})^{-1} \mathbf{X}^\top \mathbf{X} \), then it is easy to see that the
least-squares solution is \( \mathbf{w} = \mathbf{A} \alpha \). We can use this to con-
struct a problem (i.e. pick \( \alpha \)) such that for some index \( c \)
with \( \alpha_c = 0 \), we have \( c \neq \arg \min \|\mathbf{w}\|_2 \). This ensures that
magnitude pruning performed on the least squares solution
\( \mathbf{w} \) does not select the correct index \( c \). One such choice of \( \alpha \)
is as follows:

\[
\alpha_i = \begin{cases}
\mathbf{A}[c, i], & i \neq c \\
0, & i = c
\end{cases}
\]

(3)

This ensures that \( \mathbf{w} = \mathbf{A} \alpha \) has a large magnitude on the \( c^{th} \) co-
ordinate, causing magnitude pruning to select an incorrect
index, which we call the adversarial choice of \( \alpha \).

Running simulations on this problem with \( d = 5, n = 4, c = 3, \) and sampling \( 10^4 \) different RIP matrices \( \mathbf{X} \),
we find that magnitude pruning succeeds in picking the correct
index \( c \) only \( \sim 3\% \) of the time. We also empirically ob-
serve that if we set \( d >> n \), then this probability tends to
zero. We summarize the results of the simulations in the
following statement.

Observation 2. We find empirically that it is possible to
choose solutions \( \alpha \) for problem 2 such that dense training
followed by one-shot pruning fails to recover \( \alpha \) with high
probability.

This shows that even in the realistic setting of one-shot
pruning applied after dense training, there exists problems
such that one-shot pruning fails to select the correct index.
Note that PGD is immune to this in principle as the recovery
 guarantees are independent of initialization.

4.1. When does PGD fail?

Having considered instances where one-shot pruning
fails, we now ask the converse question: when does PGD fail? The regularity conditions of PGD recovery [20] indi-
cate that this can happen for severely over-parameterized
problems, i.e., \( n << d \). In this case, the linear system
\( \mathbf{y} = \mathbf{w}^\top \mathbf{X} \) not only maintains infinitely many dense
solutions for \( \mathbf{w} \), but also has multiple sparse solutions. To see
this, we rewrite the linear system as \( (\mathbf{w} - \alpha)^\top \mathbf{X} = 0 \), which
implies that \( \mathbf{w} - \alpha \) lies in the left-null-space of \( \mathbf{X} \). As an ex-
ample, assume that the dimensionality of the left null-space
is \( d_{null} = 2 \) for problem dimension \( d = 5, n = 3 \) and the
task of pruning a single weight. Let \( v_1, v_2 \in \mathbb{R}^d \) be the basis vectors of the left null-space. Then, it is possible to find \( \gamma_1, \gamma_2 \in \mathbb{R} \) such that the system of equations \( \gamma_1 \times v_{1,i} + \gamma_2 \times v_{2,i} = w_j - \alpha_j \) and \( \gamma_1 \times v_{1,j} + \gamma_2 \times v_{2,j} = w_j - \alpha_j \) is satisfied for any two arbitrary indices \( i, j \in \{1, \ldots, d\} \), assuming that the determinant of \( \begin{bmatrix} v_{1,i} & v_{2,i} \\ v_{1,j} & v_{2,j} \end{bmatrix} \) is nonzero. In particular, we can set \( i = c \), such that \( \alpha_c = w_c = w_j = 0 \) and the system still maintains a solution. This implies that we have a valid solution \( ||w||_0 = 3 \) which is sparser than the ground truth solution \( ||\alpha||_0 = 4 \). A simple generalization states that a \((n, d)\) over-parameterized \((d > n)\) sparse linear regression problem has at least a \(d - n\)-dimensional left null-space, which contains at most \( \binom{d}{d-n} \) number of \(n\)-sparse solution vectors.

Thus when the problem is severely over-parameterized, we can always find \(n\)-sparse solutions \(\alpha\) irrespective of the sparsity of the ground truth solution \(\alpha\). If \(||\alpha||_0 > n\), then sparse recovery is not possible and we are able to prune more weights \((n)\) than the solution \(\alpha\) requires. This impossibility of sparse recovery renders PGD ineffective, making it no more effective than simple one-shot pruning.

To verify this, we run simulations on problems with different number of samples \(n\) and different choices for \(\alpha\), chosen either randomly or adversarially. The results of this simulation are given in Table 1. Note that in all cases we perform either one-shot pruning or PGD on the regularized least squares solution. We observe that one-shot pruning recovers the optimal solution at the same rate as PGD for the severely over-parameterized case, but PGD outperforms one-shot pruning in other cases. We attribute the less than perfect solution recovery of PGD to the non-adherence to the regularity conditions for both PGD and guarantees for gaussian matrices to be RIP\(^1\).

<table>
<thead>
<tr>
<th># samples ((n))</th>
<th>Choice of (\alpha)</th>
<th>Prob. of one-shot recovery</th>
<th>Prob. of PGD recovery</th>
</tr>
</thead>
<tbody>
<tr>
<td>(2 \ (n &lt;&lt; d))</td>
<td>random</td>
<td>0.33</td>
<td>0.32</td>
</tr>
<tr>
<td></td>
<td>adversarial</td>
<td>0.12</td>
<td>0.11</td>
</tr>
<tr>
<td>(4 \ (n &lt; d))</td>
<td>random</td>
<td>0.22</td>
<td>0.36</td>
</tr>
<tr>
<td></td>
<td>adversarial</td>
<td>0.02</td>
<td>0.23</td>
</tr>
<tr>
<td>(10 \ (n &gt; d))</td>
<td>random</td>
<td>0.35</td>
<td>0.64</td>
</tr>
<tr>
<td></td>
<td>adversarial</td>
<td>0.04</td>
<td>0.44</td>
</tr>
</tbody>
</table>

Summarizing this section, we first find that one-shot pruning can fail for linear models, while PGD is more likely to converge to the correct solution, both in theory and practice. We next find that when the problem is severely over-parameterized, we can prune more weights than the solution requires and thus sparse recovery is not possible, which renders PGD no more effective than one-shot pruning. We stress here that the analysis done here is limited to the case of linear models, as notions such as RIP do not apply to non-linear regression using deep neural networks. However as we shall see in the next section, this behaviour of one-shot pruning and PGD on linear models carries over to their respective proxies, i.e., gradual and cyclical pruning applied to deep neural networks trained on large image datasets. This is because the underlying principle is same in both cases, i.e., when the decision of which weight to prune is not important, then weight recovery does not help.

5. Experiments

In this section, we show detailed experimental results and ablation studies examining various aspects of cyclical pruning. Our experiments are done using the Pytorch framework [33], and are organized as follows. In §5.1, we compare cyclic pruning with state-of-the-art pruning algorithms. Here, we show results on CIFAR10 [23] and ImageNet [8] datasets across various models. In §5.2, we perform controlled ablation experiments to study the impact of the sparsity and learning rate schedules, and the behaviour of the algorithm across different cycles.

5.1. Comparison with Gradual Pruning

Here we shall compare cyclical pruning with two baselines: one-shot pruning and gradual pruning. These are in accordance with the best practices suggested by [3]. In particular, we consider overall 8 architecture-dataset pairs with modern architectures, we report values along the trade-off curve for all methods, we compare different methods using an identical model, library and optimizer setup, and we report standard deviations whenever possible. We do not report explicit compression ratio and speedup as we use local layerwise sparsity, and hence these numbers are identical across different methods for the same sparsity ratio.

We first discuss results on the CIFAR10 dataset across two models. We present results at sparsity ratios from 90% to 99%, for Resnet56, and 70% to 95% for Mobilenet owing to the compact nature of this model. For rigorous comparisons, we perform pruning from the same baseline model in all cases, and allow each method the same amount of computation. Specifically, we train for 100 epochs for one-shot pruning and gradual pruning, and use 20 epochs with 5 cycles for cyclical pruning. We use SGD with momentum as

\(^1\)Specifically, we do not ensure the RIP with an order \(> 3(d-1)\) is maintained, as this would not allow for \((d-1)\)-sparsity that applies to

Observation 1
our optimizer, and use the same learning rate schedules in all cases within a single cycle, i.e., we start fine-tuning with a learning rate of $1e-2$ and drop it to $1e-3$ after completing 75% of the allocated epochs, and use a batch size of 256. For the cyclical sparsity, the allocated epochs corresponds to the number of epochs for a single cycle, in this case being 20. Our experimental results in Table 2 shows that cyclical pruning outperforms gradual pruning, especially at high sparsity ratios. This aligns perfectly with the observations made for pruning of linear models, where PGD showed no benefits for the case of severe over-parameterization, which in case corresponds to pruning with smaller sparsity ratios.

We also show experimental results on Imagenet in Table 3, where we show results on four pre-trained models with varying sparsity levels. In this case, for one-shot pruning and gradual pruning we allow 60 epochs of training, and use 20 epochs with 3 cycles for cyclical pruning. We use an exponential learning rate schedule. The learning rate is always decreased at the halfway mark, i.e., by a factor of 10 every 10 epochs for the cyclical pruning and every 30 epochs for gradual pruning. We use starting learning rate $1e-2$ and Adam optimizer [22], with a batch size of 64 for all the experiments in Table 3. The experiments show that cyclical pruning outperforms gradual pruning for higher compression ratios for all the models. This further supports the observations made earlier for pruning of linear models.

In addition to this, we also make informal comparisons with other reported results in literature in Table 4. Note that comparisons with reported results are not recommended practice [3], and this only provides an approximate indication of the relative performance of different methods. Furthermore, other methods in literature are trained sparse networks from scratch, whereas we prune pre-trained models. Although it is possible to apply our method to train from scratch as well, we do not do this here due to lack of resources to tune hyper-parameters for full Imagenet training. Also here we only make comparisons with methods which use local sparsity, similar to us. For instance, [10,13] also provide pruning results with global sparsity, but we do not compare against those.\footnote{For results of [13] see: https://bit.ly/39KSC6Z}

The highest claimed performance in literature that we are aware of is by [10] who run 500 epochs of training on Imagenet, which is several times larger than our computational budget. For cyclical pruning of Resnet 50 in Table 4 we use SGD with momentum with a learning rate of $1e-2$ and momentum 0.9, instead of Adam which was used to obtain results of Table 3.

### 5.2. Ablation Experiments

Here we perform controlled experiments to understand the behaviour of cyclical pruning across successive cycles. First, we consider the effect of the pruning schedule within a single cycle by comparing the evolution of the model upon changing the relative performance of different methods. Furthermore, other methods in literature are trained sparse networks from scratch, whereas we prune pre-trained models. Although it is possible to apply our method to train from scratch as well, we do not do this here due to lack of resources to tune hyper-parameters for full Imagenet training. Also here we only make comparisons with methods which use local sparsity, similar to us. For instance, [10,13] also provide pruning results with global sparsity, but we do not compare against those.\footnote{For results of [13] see: https://bit.ly/39KSC6Z}

The highest claimed performance in literature that we are aware of is by [10] who run 500 epochs of training on Imagenet, which is several times larger than our computational budget. For cyclical pruning of Resnet 50 in Table 4 we use SGD with momentum with a learning rate of $1e-2$ and momentum 0.9, instead of Adam which was used to obtain results of Table 3.

### 5.2. Ablation Experiments

Here we perform controlled experiments to understand the behaviour of cyclical pruning across successive cycles. First, we consider the effect of the pruning schedule within a single cycle by comparing the evolution of the model upon changing the relative performance of different methods. Furthermore, other methods in literature are trained sparse networks from scratch, whereas we prune pre-trained models. Although it is possible to apply our method to train from scratch as well, we do not do this here due to lack of resources to tune hyper-parameters for full Imagenet training. Also here we only make comparisons with methods which use local sparsity, similar to us. For instance, [10,13] also provide pruning results with global sparsity, but we do not compare against those.\footnote{For results of [13] see: https://bit.ly/39KSC6Z}

The highest claimed performance in literature that we are aware of is by [10] who run 500 epochs of training on Imagenet, which is several times larger than our computational budget. For cyclical pruning of Resnet 50 in Table 4 we use SGD with momentum with a learning rate of $1e-2$ and momentum 0.9, instead of Adam which was used to obtain results of Table 3.
Table 3. Accuracy (%) after pruning various models on the Imagenet dataset, with gradual pruning and one-shot pruning run for 60 epochs, and cyclical pruning for 3 cycles of 20 epochs each. We observe that cyclical pruning offers an advantage primarily at larger sparsity values, while being competitive at smaller values, in accordance with the theory in §4.

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>ResNet18</td>
<td>69.7</td>
<td>69.9</td>
<td>69.9</td>
<td>69.6</td>
<td>60%</td>
</tr>
<tr>
<td></td>
<td></td>
<td>69.2</td>
<td>69.2</td>
<td>69.4</td>
<td>70%</td>
</tr>
<tr>
<td></td>
<td></td>
<td>68.2</td>
<td>67.8</td>
<td>68.3</td>
<td>80%</td>
</tr>
<tr>
<td></td>
<td></td>
<td>63.5</td>
<td>63.6</td>
<td>64.9</td>
<td>90%</td>
</tr>
<tr>
<td>ResNet50</td>
<td>76.16</td>
<td>75.9</td>
<td>76.1</td>
<td>75.8</td>
<td>60%</td>
</tr>
<tr>
<td></td>
<td></td>
<td>75.9</td>
<td>75.8</td>
<td>75.7</td>
<td>70%</td>
</tr>
<tr>
<td></td>
<td></td>
<td>75.4</td>
<td>74.9</td>
<td>75.3</td>
<td>80%</td>
</tr>
<tr>
<td></td>
<td></td>
<td>72.8</td>
<td>71.9</td>
<td>73.3</td>
<td>90%</td>
</tr>
<tr>
<td></td>
<td></td>
<td>67.1</td>
<td>64.7</td>
<td>68.7</td>
<td>95%</td>
</tr>
<tr>
<td>EfficientNet</td>
<td>74.8</td>
<td>73.9</td>
<td>74.0</td>
<td>74.1</td>
<td>40%</td>
</tr>
<tr>
<td></td>
<td></td>
<td>73.2</td>
<td>73.2</td>
<td>73.4</td>
<td>50%</td>
</tr>
<tr>
<td></td>
<td></td>
<td>71.2</td>
<td>71.8</td>
<td>72.4</td>
<td>60%</td>
</tr>
<tr>
<td></td>
<td></td>
<td>68.0</td>
<td>68.2</td>
<td>69.9</td>
<td>70%</td>
</tr>
<tr>
<td></td>
<td></td>
<td>65.1</td>
<td>65.2</td>
<td>67.5</td>
<td>75%</td>
</tr>
<tr>
<td>MobilenetV2</td>
<td>71.7</td>
<td>70.8</td>
<td>70.9</td>
<td>69.8</td>
<td>40%</td>
</tr>
<tr>
<td></td>
<td></td>
<td>67.6</td>
<td>69.8</td>
<td>70.1</td>
<td>50%</td>
</tr>
<tr>
<td></td>
<td></td>
<td>66.7</td>
<td>67.6</td>
<td>68.4</td>
<td>60%</td>
</tr>
<tr>
<td></td>
<td></td>
<td>61.3</td>
<td>62.7</td>
<td>64.4</td>
<td>70%</td>
</tr>
</tbody>
</table>

Table 4. Informal comparison of cyclical pruning with published results on Resnet50 trained on Imagenet. We only compare with methods that use local sparsity. For cyclical pruning, we start from a dense pre-trained ResNet-50 trained for 90 epochs, and use a cycle length of 20 epochs for pruning. Thus the total number of epochs corresponds to 130 epochs = 90 + 2 cycles × 20 epochs, and similarly for 110 & 150 epochs. Note that 110 epochs of cyclical pruning corresponds to one cycle, thus being identical to gradual pruning. Other methods in literature train from scratch.

<table>
<thead>
<tr>
<th>Method</th>
<th>Pruning ratio</th>
<th>Dense Baseline</th>
<th>Pruned</th>
<th>Difference</th>
</tr>
</thead>
<tbody>
<tr>
<td>SNFS (100 epochs) [9]</td>
<td>72.4%</td>
<td>75.95</td>
<td>74.59</td>
<td>-1.36</td>
</tr>
<tr>
<td>DPF (90 epochs) [28]</td>
<td>73.5%</td>
<td>75.95</td>
<td>75.48</td>
<td>-0.47</td>
</tr>
<tr>
<td>Cylcical Pruning (110 epochs, Ours)</td>
<td>73.5%</td>
<td>76.16</td>
<td>75.46</td>
<td>-0.7</td>
</tr>
<tr>
<td>Cylcical Pruning (130 epochs, Ours)</td>
<td>73.5%</td>
<td>76.16</td>
<td>75.84</td>
<td>-0.32</td>
</tr>
<tr>
<td>Cylcical Pruning (150 epochs, Ours)</td>
<td>73.5%</td>
<td>76.16</td>
<td>76.00</td>
<td>-0.15</td>
</tr>
<tr>
<td>SNFS (100 epochs) [9]</td>
<td>82.0%</td>
<td>75.95</td>
<td>72.65</td>
<td>-3.30</td>
</tr>
<tr>
<td>RigL (100 epochs) [10]</td>
<td>80.0%</td>
<td>76.80</td>
<td>74.60</td>
<td>-2.2</td>
</tr>
<tr>
<td>RigL (500 epochs) [10]</td>
<td>80.0%</td>
<td>76.80</td>
<td>76.60</td>
<td>-0.2</td>
</tr>
<tr>
<td>DPF (90 epochs) [28]</td>
<td>82.6%</td>
<td>75.95</td>
<td>74.55</td>
<td>-1.44</td>
</tr>
<tr>
<td>Gradual Pruning (100 epochs) [13]</td>
<td>80.0%</td>
<td>76.69</td>
<td>75.58</td>
<td>-1.11</td>
</tr>
<tr>
<td>Cylcical Pruning (110 epochs, Ours)</td>
<td>82.6%</td>
<td>76.16</td>
<td>74.65</td>
<td>-1.51</td>
</tr>
<tr>
<td>Cylcical Pruning (130 epochs, Ours)</td>
<td>82.6%</td>
<td>76.16</td>
<td>75.29</td>
<td>-0.87</td>
</tr>
<tr>
<td>Cylcical Pruning (150 epochs, Ours)</td>
<td>82.6%</td>
<td>76.16</td>
<td>75.40</td>
<td>-0.75</td>
</tr>
</tbody>
</table>

using a cubic schedule, with that of linear and step schedules. Here, step schedule corresponds to one-shot pruning, which can be thought of as using heaviside step function for the sparsity schedule. In all cases, each cycle consists of 20 epochs, and within each cycle, 16 epochs are used for alternating pruning and re-training, and the final 4 epochs con-
Table 5. Comparison of different per-cycle pruning schedules used with cyclical pruning, on Resnet20 / CIFAR10 @ 99% sparsity. ‘Mask distance’ refers to a Jaccard distance computed between a given mask and the mask obtained after the first cycle. We observe that while cubic schedule performs the best, we observe that in all cases the accuracy increases and the pruning mask changes every cycle. This provides evidence for weight recovery in cyclical pruning. We also observe that simply training longer using cyclical learning rates is insufficient.

<table>
<thead>
<tr>
<th>Cycle #</th>
<th>Cubic schedule</th>
<th>Linear schedule</th>
<th>Step schedule</th>
<th>Finetune with cyclical learning rates</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Accuracy (%)</td>
<td>Mask distance</td>
<td>Accuracy (%)</td>
<td>Mask distance</td>
</tr>
<tr>
<td>1</td>
<td>62.74 ± 0.2</td>
<td>0</td>
<td>39.88 ± 0.5</td>
<td>0</td>
</tr>
<tr>
<td>2</td>
<td>65.89 ± 0.6</td>
<td>0.38</td>
<td>47.47 ± 0.4</td>
<td>0.46</td>
</tr>
<tr>
<td>3</td>
<td>66.89 ± 0.7</td>
<td>0.49</td>
<td>50.94 ± 0.4</td>
<td>0.59</td>
</tr>
<tr>
<td>4</td>
<td>67.23 ± 0.6</td>
<td>0.55</td>
<td>53.64 ± 0.2</td>
<td>0.62</td>
</tr>
<tr>
<td>5</td>
<td>67.56 ± 0.7</td>
<td>0.58</td>
<td>55.36 ± 0.6</td>
<td>0.64</td>
</tr>
</tbody>
</table>

Table 5: Comparison of different per-cycle pruning schedules used with cyclical pruning, on Resnet20 / CIFAR10 @ 99% sparsity. ‘Mask distance’ refers to a Jaccard distance computed between a given mask and the mask obtained after the first cycle. We observe that while cubic schedule performs the best, we observe that in all cases the accuracy increases and the pruning mask changes every cycle. This provides evidence for weight recovery in cyclical pruning. We also observe that simply training longer using cyclical learning rates is insufficient.

6. Discussion

In this work, we introduce cyclical pruning, a simple strategy that allows for recovery of erroneously pruned weights, leading to an improved sparsity-accuracy trade-off across various datasets and models. The cyclical paradigm can be used in conjunction with any per-cycle sparsity schedule. In addition, the cycle-wise accuracy improvements also show that cyclical sparsity can also be used to improve performance of existing sparse models obtained via any other method. Our theory and experiments reveal that cyclical pruning offers an advantage primarily for pruning with large sparsity ratios, when the solution space is not degenerate and the choice of weights to prune is critical. This method introduces only two additional hyper-parameters, the number of cycles \( k \) and the initial sparsity \( s_{init} \) for subsequent cycles. We found that it is generally beneficial to keep the number of cycles, and the number of epochs per cycle to be as large as possible within the computational budget. These indicate that the method is also easy to tune.

Future work involves understanding why cubic pruning works well, and whether it is possible to use cyclical pruning in a more efficient manner that decouples its dependence on cubic pruning. Our unified view of pruning methods via TV-PGD also leads to a natural open problem: how do we optimally set \((s(t_i), \eta(t_i), \Delta t)\) in TV-PGD to guarantee convergence for neural network pruning?
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