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Abstract

Social media holds the power to influence a significant
change in the population. Through social media, people all
around the world can connect and share their views. How-
ever, this social space is now infected due to the infiltration
of fraudulent, obscene, fake and possibly, influential me-
dia. According to a UNESCO report, prevalence of fake
news and deepfake content possess the potential of spread-
ing fake propaganda and can lead to political and social
unrest. Trust on social media is an emerging problem and
there is an urgent need to address the same. There has been
some research around approaches that detect fake news and
deepfakes, however, identification of the source of these
deepfakes posted on social media platforms is an equally
important but relatively unexplored challenge. This paper
proposes a novel Deepfake Source Identification (DeSI) al-
gorithm that identifies the sources of deepfakes posted on
Twitter. The proposed DeSI algorithm allows for two input
modalities - text and images. We rigorously test our algo-
rithm in both constrained and unconstrained experimental
setups and report the observed results. In the constrained
setting, the algorithm correctly identifies all the deepfake
tweets as well their sources. The complete framework is
further encased in a web portal to facilitate intuitive use
and analysis of the results.

1. Introduction

The advent of smartphones and the rise of social media ap-
plications have made digital photographs and videos more
prevalent in recent decades. According to myriad of re-
ports [31], about three billion photos and 7,20,000 hours
of video are shared on the internet every day. Hence, so-
cial media platforms have become a go-to source of daily
information and news. One such platform with a signifi-
cant active user base is Twitter. More specifically, Twitter
has established its place as a notable source of news, typi-
cally spreading information in a relatively short time when

*Equal contribution

A deepfake of Russian President Viadimir Putin
claiming that Russia has won the war is circulating
online today as well.

A deepfake of Ukrainian President Volodymyr Zelensky
calling on his soldiers to lay down their weapons was
reportedly uploaded to a hacked Ukrainian news
website today,

The deepfake Putin even says that Ukraine has
recognized Crimea as Russian territory.

470 Retweets 350 Quote Tweets 835 Likes

Figure 1. The prevalence of deepfakes on social media platforms
like Twitter.

compared to traditional media. Also, Twitter being a de-
centralised and dynamic platform - where anyone is free to
share content results in information spreading quickly. This
has resulted in a colossal rise of image forgery techniques
to rapidly spread erroneous information.

The generated fake content is fabricated in such a way that
it appears to be a legitimate piece of information. Such con-
tent may focus on the trending topics so as to accelerate its
spread and lure more folks into following false propaganda
which is detrimental for the society. Fake news has the po-
tential to sway public opinion and is widely disseminated
for monetary and sociopolitical gain as described through
Figure 1. The creation and dissemination of deepfake mul-
timedia on social networking platforms has already led to a
huge distress in politics and spread of obscene content. The
term “Deepfake” is a careful combination of the words deep
and fake, i.e. , it pertains to fake Al-generated multi-modal
content such as videos, pictures and audios. If not contained
timely, such multimedia content can spread and give rise to
a narrative far from the truth. Despite the fact that rumours
are typically started by a handful of individuals, it is difficult
to determine who is the originating source of the posted me-
dia. This is an important problem because once the sources
of rumours are identified, essential links for rumour prop-
agation can be cut off thereby controlling the spread at an
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early stage. This can help the law enforcement authorities
to curtail the spread of misinformation on social media and
keep vigil on notorious social media accounts.

In this work, we present a novel Deepfake Source Identi-
fication (DeSI) algorithm that helps in detecting the source
of tweets containing deepfakes filtered by a particular query
input. The DeSI algorithm supports two input modalities-
image and text. This framework is embedded into a web
portal where the user can input a query text or image along-
with a specified number of tweets which are fetched from
Twitter. From the pool of the extracted tweets, we filter out
the tweets containing deepfake media (image or video) cor-
responding to the queried text which are also similar to the
input image queried by the user. In the absence of such
an image, all the tweets containing deepfake media cor-
responding to the queried text are extracted. After filter-
ing, the DeSI algorithm identifies the possible origin of the
tweets. Further, we plot an interactive directed graph show-
ing the network of tweets. It gives a temporal insight into
the spread pattern and also identifies the volatile nodes in
the network. The volatility of nodes is predicted through a
Retweet Proneness model by estimating the possible retweet
count per minute for every filtered tweet.

The paper is organised as follows- Section 2 summarizes the
related work in the field of deepfake detection and its source
identification along with retweet proneness. Section 3 de-
scribes the various components of the DeSI algorithm. In
Section 4, we report the designed experimental setup (Sec-
tion 4.1), the implementation details (Section 4.2), and fi-
nally, the performance of our algorithm (Section 4.3).

2. Related Work

Researchers have explored the problem of identifying the
source of misinformation, estimating the rate of retweet,
and detecting deepfakes individually. In this section, we
discuss the existing research in these fields.

Detecting Fakes on Social Media: Recently, misinforma-
tion campaigns have resulted in widespread hysteria among
masses [18]. It has been noted that such misinformation
campaigns influenced the 2016 US presidential election
[26]. Some of these fakes heavily disfigure the facts, and
target and demonize celebrities on social media. Such fakes
on social media can be propagated mainly through two me-
dia: Textual-fakes and Deepfakes.

Textual media: Fagni et al. [8] presented the first dataset of
deepfake texts extracted from Twitter consisting of tweets
from 23 bot accounts each mapped to one of the 17 hu-
man accounts they imitated. It contains machine made short
texts from a variety of text generative models thus, enabling
researchers to investigate the generalizability of their detec-
tion algorithm. They demonstrated that the ROBERTa [21]
detector performs exceptionally well and is generalizable
for all generative models.Kar et al. [11] proposed an ar-

chitecture built over mBERT [6] for multiple Indian lan-
guages so as to identify fake tweets related to COVID-19
on Twitter. For extending their approach to other Indian
languages as well, the authors propose a zero-shot learn-
ing model which achieved a state-of-the-art performance for
Hindi and Bengali languages. Konkobo et al. [12] presented
a semi-supervised learning approach by employing features
such as users’ replies, network, and their credibility which
can handle unmarked label on social media. They focused
on building a network that detects the spread of misinforma-
tion on social media at an early stage. Their model demon-
strated promising results on Politifact and Gossipcop.
Deepfakes: One of the prime and most impactful source of
misinformation are deepfakes. They are becoming easier to
generate and share on social media platforms. Recently, a
lot researchers are focusing on detecting deepfakes. Afchar
et al. [1] introduced a dual CNN based approach for face
forgery detection that demonstrated 98% and 95% detec-
tion rate on deepfake and Face2Face [30] videos, respec-
tively. The first network (Meso-4) consists of four convo-
lution and pooling layers followed by a dense hidden layer.
The second network (Mesolnception-4) is built on a variant
of inception module which includes dilated convolutions.
Li and Lyu [20] proposed a Deep NN for detecting deep-
fakes by observing the artifacts (around the facial region) in-
troduced during face warping in deepfake generators. Their
approach was tested on UADFV [34] and Deepfake TIMIT
datasets [ | 3] and outperformed the state-of-the-art methods
for those datasets. In another work, Li et al. [19] proposed
a method based on eye-blinking in humans that has a spe-
cific duration and frequency which is not present in deep-
fake videos. They built an architecture based on long term
recurrent network which identified the temporal irregularity
in eye blinking sequences. Nirkin et al. [24] hypothesized
that deepfake generation approaches result in discrepancies
between faces and their context (hair, eyes, etc.). They pro-
posed a novel architecture based on dual XceptionNet based
networks for face and context recognition. Their approach
utilizes recognition signals from the aforementioned net-
works for detecting discrepancies. Kumar et al. [ 16] divided
the facial region into patches which were then fed to paral-
lel ResNet18 models for detecting face manipulated videos.
Jain et al. [10] presented a novel framework based on a se-
quential three level approach that accurately differentiates
real vs manipulated photos, retouches vs GAN generated
photos and lastly the GAN approach employed. Agarwal et
al. [2] devise a novel computationally efficient algorithm in
order to identify digital presentation attacks which achieves
lower error rates across various databases, attack types and
generative models.

Source Identification: Researchers have explored and de-
veloped various algorithms to identify the source of a given
fake news which forms the crux of rumor detection in so-
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Figure 2. Step-by-step description of the proposed DeSI Algorithm.

cial networks. This is particularly helpful in limiting the
harm caused by them by separating the sources from the
network. Krol et al. [15] proposed a two-fold algorithm for
detecting the initial possible sources in a social network-
ing website. Their algorithm was able to identify potential
rumourmongers within a large network with more ease as
compared to a smaller and more compact network. Dong
et al. [7] proposed a Graph Convolutional Network (GCN)
based rumour source detection model that identifies numer-
ous sources of incorrect information which requires no fore-
knowledge of the propagation model that underlies it. How-
ever, it not possible to establish single source identification
problem on their proposed idea. Zhou et al. [36] observed
the snapshots of graph topology and tracked the source by
classifying nodes into Susceptible, Exposed, Infected and
Recovered by employing the proposed SEIR model. They
proposed a source probability estimator based on Optimal-
infection Processes (OP) model and demonstrated better re-
sults than traditional centrality heuristic measures.

Retweet Proneness: When an existing tweet is re-shared
by a user, it is termed as a retweet. The propagation effec-
tiveness of a twitter post is directly proportional to number
of times it has been shared, i.e., retweeted [25] . This has
been a long-standing topic of interest for many researchers.
Nesi et al. [23] utilized different attributes associated with a
tweet and author profile to predict the probability of retweet
and listed them in terms of their impact. They demonstrated
that CART based decision tree model with recursive par-
titioning outperformed other traditional ensemble models
like Random Forest and Stochastic Gradient Boosting. Ku-
mar et al. [ 7] proposed a novel Forest Fire-based algorithm
to model the information diffusion process in online social
networks. They computed a similarity score and Topic Sig-

nificance metric for user accounts as a weighted summation
of user attributes. Wang et al. [32] showed that apart from
text, multi-modal media also has an impact on the popular-
ity of a post. They utilise a joint embedding model trained
under a bidirectional ranking loss to integrate the tweet text
and embedded images. Thereafter, a joint embedding space
of the learnt features and user-based social features is com-
puted which is then fed to the Poisson regression model.
Kowalczyk et al. [14] highlighted that to elude frequent
trade-offs between accuracy, scalability, and privacy, pre-
cise alignment of data collection, management, and anal-
ysis algorithms is required. They present a new approach
for acquiring massive datasets, high-accuracy supervisory
signals, and multi-language emotion estimation while satis-
fying all applicable privacy requests in their article. Further,
a unique gradient boosting approach is proposed to achieve
state-of-the-art outcomes in virality rating.

In the literature, a lot of approaches have been proposed
that separately focus on identifying the source of a fake
news, estimating the spread of a tweet or detecting if a video
is deepfake or not. In this work, we explore the problem of
identifying the source of a detected deepfake on Twitter and
estimate its virality on Twitter.

3. Proposed DeSI Algorithm

In this section, we discuss the proposed DeSI algorithm for
source identification of deepfakes on the Twitter platform.
The DeSI algorithm, as shown in Figure 2, can be viewed
as a filtering process where in each step we discard tweets
which cannot be the sources of deepfake media. The steps
of extracting tweets and discarding the tweets with solely
textual content form a part of Tiveet Filtering (Section 3.2).
The next step of Deepfake Detection and Similar Deepfakes
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Table 1. List of tweet attributes provided by the Twitter API which
are used for extracting relevant tweets.

created at retweet count | in reply to screen name
full text favorite count in reply to user id str
text quoted status in reply to status id str
user quote count retweeted status
lang favorited extended entities
id retweeted in reply to status id
source reply count quoted status id str
place filter level possibly sensitive
coordinates | is quote status in reply to user id
entities matching rules quoted status id
id str truncated

corresponds to the identification of deepfake media and fil-
tering for similar deepfake content based on an input query
(Section 3.1). The input query can be given in the form of
text or an image. In case of the text modality, a text query
is provided and all the deepfakes available with that hashtag
are fetched'. In case of an image-based query, an additional
input in the form of an image is given which is used to filter
for suspected sources responsible for posting similar deep-
fakes. Lastly, reduction of the possible suspects by locating
the source tweets of all retweets and identifying the source
from the Source Identification (Section 3.2). The complete
DeSI algorithm returns a list of tweets, suspected to be the
source of deepfake with an estimation of its virality on Twit-
ter. The approach to determine the possibility of a tweet to
go viral by estimating its retweet proneness is described in
Section 3.3.

3.1. Deepfake Detection and Similar Deepfakes

A deepfake detection algorithm is required in order to fil-
ter the tweets containing deepfake images/videos. For this,
we employ a deep learning based detection model f with
parameters . The model fy takes an image or extracted
frame x as input and provides a confidence score between
zero and one as described below:

score = argmax|o(fy(z))] (1)

where o denotes the softmax activation function. A score
value closer to one implies that the model is highly con-
fident in its prediction of the image to be fake. A value
closer to zero implies high confidence for the image to be
not fake (i.e. real). Based on a chosen confidence threshold,
the input image « is deemed to be real or a deepfake. The
same model fy is employed in case of deepfake detection
in videos. However, a fixed number of frames are extracted

I'The extracted tweets are limited by the restrictions on the Twitter Aca-
demic API. The restrictions are further described in Implementation De-
tails.

from the video, and model prediction over these frames is
aggregated for the final decision.

In order to extract deepfakes from Twitter using an im-
age, we employ another deep learning model g with param-
eters ¢ that provide meaningful feature representations for
matching. The deepfakes fetched from Twitter may be in
the form of images or videos. If an input image x;,, is up-
loaded by the user on the web portal, all relevant tweets
containing a deepfake image ';y,qg¢ OF Vid€Oo Xy 4e, Similar
to x;,, should be filtered for source identification. The sim-
ilarity isim(, ) between x;, and Z;mage is computed using
cosine similarity.

18IM(Zin, Timage) = COSINE_SIM(Tin, Timage) 2)

_ g(]ﬁ('xln) ) g(b('ri’mage) (3)
||g¢(x’”7«) || Hg¢(mlmage)) H

In case of video, n frames are extracted from 4., and
the similarity vsim(, ) is calculated as follows,

- i isim<$in7 mf)ideo) @

USZm(xin; Ivideo> n
=0

where, xf}ideo represents the it" frame of the video. Af-
ter calculating the similarity values, the relevant deepfake

tweets are selected based on a similarity threshold value.

3.2. Tweet Filtering and Source Identification

The source identification algorithm begins with extract-
ing tweets through the Twitter API based on two input
modalities- fext and images. For both the modalities,
queries such as “date up till when the tweets need to be
extracted”, and “the number of tweets” are given as inputs.
For text, a text query is given as an input and the algorithm
screens for relevant tweets containing deepfakes. The text
query may contain hashtags for better filtering of tweets.
In case of images, an additional image query along with
the text query is provided as input. In both cases, the API
fetches the tweets along with a set of attributes. Table 1 tab-
ulates the list of attributes fetched from the Twitter API. The
next step involves screening of the tweets for media entity
such as images or videos. All tweets having textual con-
tent only are discarded as the algorithm focuses on finding
the source of tweets with deepfake images or videos. The
media from the remaining tweets are extracted and stored.
For both fext and images, the deepfake model fy is used
to filter out the deepfakes from the already screened tweets
with media. For images, the algorithm screens out tweets
with deepfakes similar to the queried image. In addition
to fp, we use an image similarity model g4 for image-to-
image and image-to-video matching. The working of both
the models is explained in Section 3.1.
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Algorithm 1: Proposed DeSI algorithm

Input: Text query (1"), Number of tweets to be extracted
(N), Image query (1)
Parameters: tweets_list, final_list, source_list,
sim_thresh
Ensure: len(T) > 0and N > 0
tweets_list < Extract N tweets using the Twitter API
using 7.
if I is None then
for tweet in tweets_list do
if the media in tweet is deepfake then
| final list + tweet
end
end

else
for tweet in tweets_list do
if the media in tweet is deepfake AND

sim(media, I) > sim_thresh then
| final list < tweet
end
end
end
for each tweet in final_list do
if tweet is a retweet then
Query the tweet using Twitter API for source.
source_list < source
end

end
Sort the source_list using timestamp of tweets.
return the first element of sorted source_list

The list of all the tweets with relevant deepfakes is then used
for further processing. The list which consists of tweets
and retweets is converted into a list with only tweets. This
is achieved by identifying the retweets and replacing them
with their respective source tweets. The source tweets for
the retweets are fetched by making requests to the Twitter
API using the retweet ID. It may so happen that multiple
users retweet the same tweet. In order to avoid repetition,
we keep only the unique source tweets and discard the re-
peated entries. This provides a pool of tweets and their
corresponding sources, which have deepfake media content.
Finally, we sort these source tweets based on their time of
posting. The tweet which is posted the earliest is the source
tweet of that particular media content posted on the Twit-
ter platform, and the user of the account from which it was
posted is the suspected source. The deepfake source identi-
fication algorithm has been summarized in Algorithm 1.

3.3. Retweet Proneness Estimation

In this section, we describe the algorithm used for retweet
proneness estimation of a particular tweet. This estimation
acts as a proxy for virality of tweets. In order to train the re-
gressor, we utilize features from each user profile. The pro-

file of a user comprises of four incumbent attributes namely
friends count, followers count, favourited tweet count and
the account age (in seconds). These attributes quantify the
influence of the user on the social network and helps to com-
pute the retweet proneness. The dataset D with m samples
is defined as D = {(r1,91), (r2,92), ., ("m, Ym )} Where
(r;,y;) represents the input feature vector r; with its cor-
responding ground truth y;. We employ a Random Forest
Regressor [3] ﬁff with B random trees with “retweets per
minute” as the target variable. The regressor is defined as,

R
hyy = B ZTb(T) )
b=1

where, T}, is a random tree in ensemble of trees {73} and
provides the predicted retweets per minute for a given in-
put vector r. The model flff [3] is trained using a Mean-
Squared Error (MSE) Loss for m samples available in the
training set as described below:
1 Qi m 2
MSE = — > (Wi (ri) — i) (6)

1

4. Experimental Design, Results and Key Ob-
servations

To validate the performance of the proposed DeSI algo-
rithm, we design two experiments on the Twitter social me-
dia platform.

4.1. Experimental Setup for Source Identification
of Deepfakes

The first experiment is performed in a constrained setting,
where we create five anonymous Twitter users. We post a
total of 70 tweets and 90 retweets through these user ac-
counts, cumulatively. Out of the 70 tweets, 10 tweets are
purely text, 30 tweets contain real untampered videos, and
30 tweets contain deepfake videos. The real and deepfake
videos are taken from the test set of the FaceForensics++
dataset [28]. We use 5 real and 5 deepfake videos which
are tweeted (and thereafter, retweeted) multiple times from
different users leading to a total of 70 (and 90 retweets).
By keeping track of the source while designing the exper-
iment, the results of the DeSI algorithm are validated. All
the tweets are posted with the hashtag “sourceidentification-
experiment”. We employ two protocols for evaluation with
text and image query, respectively. In case of text query,
all the deepfakes corresponding to the input text query are
extracted, and the corresponding source is identified. For
the image query setting, we employ 6 query images. These
query images are used to match the media extracted through
a particular text query. Among the similar deepfake media,
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Figure 3. The experimental design for source identification. (a) Set of 6 deepfake query images, and (b) A sample of posted tweets and
retweets. The first row contains real media, while the second row contains deepfake videos.

the source tweet is identified. The constrained experimental
design is depicted in Figure 3.

We next evaluate the proposed DeSI algorithm in an uncon-
strained setting by fetching 10,000 tweets using the input
text query “#russia #ukraine”. However, in this scenario,
the ground truth for source of deepfakes are not available.
There is no database of queries/hashtags which have simi-
lar deepfakes which makes the validation infeasible. There-
fore, we manually validate the extracted tweets and their
sources to be deepfakes assisting the testing for real-time
performance of the DeSI algorithm. Providing an addi-
tional image query enables us to filter out tweets contain-
ing deepfakes similar to the input query image. This can be
extremely beneficial for law enforcement agencies to filter
the source tweet of a deepfake considerably faster and with
better accuracy.

Retweet Proneness Estimation: In order to estimate the
possibility of retweet, we employ a Random Forest Regres-
sor which computes the prediction on the basis of the user
profile. The Random forest regressor is trained and eval-
uated using the user data of 20,000 tweets. These tweets
are extracted by using 20 different hashtags with 1000
tweets per hashtag. These hashtags are: christmas, winters,
mumbai, india, newyear, omicron, love, nature, ViratKohli,
ThursdayThoughts, Bollywood, Hollywood, Taiwan, sunset,
niki, US, football, 2021, and travel. The tweets extracted are
processed and split into 70-30 ratio for training and testing
sets, respectively. The Random Forest Regressor is trained
on 14000 tweets and tested on 6000 tweets.

4.2. Implementation Details

The details of implementation for the different components
of the proposed DeSI algorithm have been described below.
Twitter API: We have used the python library Tweepy [27]

to access the Twitter APL. Twitter Academic API is used
to make requests to the Twitter Platform. It helps in col-
lecting real-time and historical public data. The API has a
limit of 50 requests per 15 minutes when using the search
functionality and the relevant tweets are extracted based on
the provided query. There is no guarantee that we obtain
an exhaustive list of all the tweets as per the given query.
However, the Twitter Premium API does not suffer from
these limitations. We choose Twitter over other social me-
dia platforms as it is among the prime medium for news dis-
tribution and celebrities as well politicians are active users
of this platform. Additionally, it has an extensive API sup-
port when compared to other social media platforms.

Image Similarity: To compute the similarity between the
input image and extracted deepfake images/videos, we use
a LightCNN-29 model [33] pre-trained on the MS-Celeb-
1M dataset [9] for feature extraction. Before extracting fea-
tures from the images (or, video frames), facial regions are
cropped from the image using a face detection algorithm.
For this, we use the MTCNN model [35]. To compute im-
age to video similarity, we extract 10 frames from the video,
and take the mean of similarity scores obtained using the 10
frames as described in the previous section. A similarity
threshold of 0.4 is used for matching.

Deepfake Detection: We employ a deep learning network
namely XceptionNet [4] for deepfake detection. The Xcep-
tionNet network has been shown to provide state-of-the-
art results for the problem of deepfake detection [4]. This
model is trained using high-resolution videos of the Face-
Forensics++ dataset [28] which is a popular large-scale
deepfake dataset. The dataset consists of four manipulation
techniques- Deepfakes [5], Face2face [30], FaceSwap [22],
and Neural Textures [29]. For training, 10 frames are ex-
tracted from each video followed by face detection align-
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Figure 4. Results of the DeSI algorithm in the constrained setting (a) with text query. The network represents nodes(tweets) with deepfakes
relevant to the text query, (b) with image query using 6 different images as queries. The nodes (tweets) in the network contains deepfakes
similar to the given image query. The nodes provide additional information about the tweet like "Tweet ID”, "User Screen Name” and

“Expected Retweets per minute”.

Color Range of Time(in seconds) of Retweet after Source tweet

Significance
@ Red 2403. - 2432.4 Volatile
Orange 2432.4-24618 Spreading
Yellow 2461.8 - 2491.2 Susceptible
@ Green 24912 - 2520.6 Calm
Cyan 2520.6 - 2550. Non-Volatile

Figure 5. Color correspondence of the nodes in the network graphs
(Best viewed in color).

ment using MTCNN [35]. The model is trained using the
Binary Cross-Entropy loss function for 30 epochs using the
Adam optimizer. This model is trained on a Nvidia DGX
station consisting of four V100 GPUs.

Retweet Proneness: For training the random forest regres-
sor, we use the mean-squared error with 100 estimators and
a min-sample split of 2.

4.3. Results and Analysis

In this section, we discuss the results obtained for the pro-
posed DeSI along with the retweet proneness estimation
based on the experimental setup described above.

Results of Source Identification: In case of source iden-
tification, the results are obtained in the form of possible
sources of deepfake tweets. Additionally, we plot a net-
work graph where the nodes correspond to a unique tweet.
The suspected source of a tweet with deepfake media is re-
ported and is highlighted in the network graph by enhancing
its size and colorng it in black as shown in Figure 4(a) and
(b). Other attributes such as “Node ID”, “Screen Name”
and “Expected Retweets per minute” are recorded for every

(a) (b)

Figure 6. Results of DeSI algorithm in the unconstrained setting
(a) The network graph for 10,000 tweets obtained with the query
“#russia #ukraine”. The nodes represent tweets with deepfakes
along with additional information about the tweet like "Tweet ID”,
”User Screen Name” and “Expected Retweets per minute”. (b)

Deepfakes in some nodes (tweets) obtained in the network graph
(Best viewed in color).

node in the network graph. The nodes in the graph are color-
coded as shown in Figure 5 describing the significance of a
tweet depending on the range of time (in seconds) of retweet
after source tweet. The red color signifies that retweet to a
tweet happens in very short time relative to others after post-
ing the source tweet. Therefore, the node is volatile and is
more probable to go viral. In contrast, the cyan color shows
that the node is non-volatile and there is very little chance
of the tweet to go viral. Node colors like orange, yellow and
green depict the probable virality state as spreading, suscep-
tible and calm, respectively. The edge length between the
nodes in the network corresponds to the min-max scaled
version of the difference of time in seconds of retweets and
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their respective tweets.

For the constrained setting, the results are presented in
Figure 4. For queries with text, we search the Twitter
platform for the presence of unique text query and run the
source identification algorithm on the extracted tweets. We
observe that the predicted Tweet ID of suspected source
matches with the actual source Tweet ID which is recorded
while designing the experiment. Hence, we conclude that
the source identification algorithm delivers the source tweet
with deepfake media when queried for a particular hashtag.
Similarly, in case of queries with images, we observe that
the network graph contains nodes (tweets) with deepfake
media similar to the queried image. We use 6 query images
and plot the network graph in all the 6 cases as shown in
Figure 4. We keep track of sources of all the cases while
designing the experiment and observe that the predicted
suspected source matches with the actual source Tweet ID.
The source identification algorithm successfully filters out
tweets with deepfake media similar to the queried image
and finds the source amongst them. For the unconstrained
setting, we filter out the deepfake tweets and plot their net-
work as shown in Figure 6(a). Among the extracted tweets,
the source for the deepfake tweets is correctly identified.
Due to the limitations of the APIL, it is infeasible to collect
all possible tweets belonging to a particular query or deter-
mine the ground truth. On manually checking the tweets
identified by the algorithm, we observe that the filtered im-
ages or videos can potentially be fake. For example, the
first tweet in the first row of Figure 6(b) is clearly a manip-
ulated face. While not as clear, the other samples may also
be fake. For the objective of identifying suspect sources,
it is imperative we consider all potential tweets that might
be fake. This is especially useful when an image query is
provided to the algorithm.

Results of Retweet Proneness Estimation: The retweet
proneness algorithm is evaluated on the test set consisting of
6000 tweets as described in the previous section. We obtain
a mean-squared error of 1.08e-3 which indicates that the
model is able to estimate the retweet count extremely well
based on the profile of the user. In Figure 7, we represent
the effectiveness of the algorithm. The difference between
the predicted and actual retweet count per minute is calcu-
lated. If this difference is within a certain error threshold,
the prediction is considered a hit. If the error is greater than
the threshold, the prediction is a hit. We use six error thresh-
olds ranging from le-7 to le-1. From the stacked bar plot,
we can see that even for low error thresholds, the results are
extremely promising with 90% accuracy at a threshold of
le-4. The retweet count per minute is calculated for each
node in the network as shown in Figure 6(a) giving a proxy
estimate for its virality. We also observe a correlation be-
tween high retweet proneness and the temporal edges be-
tween source tweet and retweet used in the previous section.
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Figure 7. Tweet Count of “Hit” and “Miss” of predicted

retweets/minute for different error margins (Best viewed in color)

5. Conclusion

This research presents a deepfake source identification al-
gorithm, specifically for the Twitter platform. The sources
are depicted through a network of deepfake tweets and
retweets. We also estimate the retweet proneness and vi-
rality of deepfake media tweets. We encapsulate the entire
framework into an easy-to-use web-based portal for better
accessibility. In the paper, we use “#russia #ukraine” as
the text query to showcase the scalability of the algorithm
in practical applications. However, the proposed DeSI al-
gorithm has numerous applications in real life scenarios.
Deepfake content of public figures and celebrities can be
used as a means for defamation or false propaganda. The
DeSI algorithm can be used to track users indulging in the
spread of deepfake content on social media platforms.
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