Abstract

Deep neural networks are highly susceptible to learning biases in visual data. While various methods have been proposed to mitigate such bias, the majority require explicit knowledge of the biases present in the training data in order to mitigate. We argue the relevance of exploring methods which are completely ignorant of the presence of any bias, but are capable of identifying and mitigating them. Furthermore, we propose using Bayesian neural networks with an epistemic uncertainty-weighted loss function to dynamically identify potential bias in individual training samples and to weight them during training. We find a positive correlation between samples subject to bias and higher epistemic uncertainties. Finally, we show the method has potential to mitigate visual bias on a bias benchmark dataset and on a real-world face detection problem, and we consider the merits and weaknesses of our approach.

1. Introduction

Modern computer vision models are highly susceptible to learning bias and discrimination present in datasets, leading to an unfair model. While in an ideal world, an unbiased data generation or collection process would fully mitigate biases in model performance, data bias is complex and difficult to fully identify for societal and historical reasons. Even with an ideal data sampling procedure, bias can still be present.

Practitioners within the artificial intelligence community are becoming increasingly aware of gender and racial biases learned and amplified by models [10, 21, 16, 4, 23]. Yet given the complexity and multitude of features present in visual data, there are additional biases which we may not even be aware of. Wang et al. [31] show that simple transformations such as converting images to grayscale, taking a centre crop, and reducing image resolution all affect model fairness when introduced as a bias in the training data. In the medical imaging domain, bias has been shown to be introduced through visual artifacts [7, 6] and demographics (often a proxy for economic status) [11, 26, 27]. Thus, de-biasing methods which can be effective without any prior knowledge of the types and sources of bias present in the data are valuable for a variety of applications.

Modern visual systems are trained with large image datasets, where each dataset is a collection of visual attributes. A fair model is one where an input, regardless of its combination of attributes, has an equal likelihood of being assigned a correct outcome as any other input with a different set of attributes. While numerous types of bias exist (we recommend [25] for a detailed discussion), we choose to focus on bias as a whole via two broad categories as follows:

1. Minority group bias. When a subgroup of the data has a particular attribute or combination of attributes which are relatively uncommon compared to the rest of the dataset, they form a minority group. A model is less likely to correctly predict for samples from a minority group than for those of the majority.

2. Sensitive attribute bias. A sensitive attribute (also referred to as “protected”) is one which should not be used by the model to perform the target task, but which provides an unwanted “shortcut” which is easily learned, and results in an unfair model.

In a scenario of complete blindness, the model is only aware of the target task, and has no prior knowledge of bias in the training set.

Most current state-of-the-art bias mitigation techniques directly use bias-informing metadata to either adjust the data before training, the model during training, or the predictions at inference time. Oversampling techniques aim to balance out the minority samples in the labelled data either before or during training to create the appearance of having a balanced set [20]. The fairness through blindness approach forces the model to simultaneously learn the target task and to ignore, or “learn to not learn” a protected variable [2]. However, these methods are susceptible to redundant encoding, where combinations of other non-protected variables act as a proxy for the protected variable. In contrast, fairness through awareness [13] approaches encode and explicitly mitigate all protected features. A model is
taught all subgroup and target class combinations and at inference time these relationships are removed. A recent approach titled domain independent training aims to remove class-bias correlations by averaging class decision boundaries [31].

Other approaches manipulate the sample feature representations in latent space to disentangle the attributes relevant for the target task from spuriously correlated features [29, 28], [30] use a skewness-aware reinforcement learning method to determine the skewness between races on a face dataset with an adaptive margin loss function. All of these approaches [29, 28, 30] also require bias-informed metadata.

Conversely, Amini et al. [3] propose a novel method based on a variational auto-encoder (VAE) to learn latent structure simultaneously alongside the target task, and mitigate bias during training using dynamic batch selection to favor samples which are likely to be subject to bias based on their location in latent space. Recently, Xu et al. [33] use a false positive rate penalty loss which also requires no prior knowledge of bias in the training data, and changes the objective function to reward learning a more fair model.

We explore leveraging epistemic uncertainty estimates to mitigate both sensitive attribute and minority group visual bias without any prior knowledge of the types or sources of bias in the data. Unlike the VAE used in [3] which is constrained to uni-modal latent representations, we use a fully Bayesian neural network for a multi-modal posterior and better uncertainty estimates. We demonstrate on a visual bias benchmark dataset how sample-level epistemic weighting can mitigate sources of bias blindly, and further show on a real world face classification dataset how our approach can identify and mitigate sources of bias that other bias-informed methods cannot. We conclude by discussing the merits and weaknesses of our proposed approach.

2. Related Work

2.1. Bayesian Neural Networks

While Bayesian approximation via dropout [14] has made Bayesian deep neural networks applicable to many domains due to ease of use and scalability, Markov chain Monte Carlo (MCMC) algorithms [9] are widely considered the gold standard for Bayesian inference. However, they are computationally intractable for large vision datasets or high-dimensional data frequently encountered in real-world computer vision applications. A well-known scalable variant of MCMC is stochastic gradient MCMC (SG-MCMC), based on diffusion processes such as the Langevin diffusion. Diffusion processes are discrete-time approximations of continuous-time processes, formulated as stochastic differential equations (SDEs) to describe the time evolution of a moving object subject to both random and non-random forces.

Given model parameters $\theta$, dataset $D$, prior $p(\theta)$, and potential energy $U(\theta)$, the posterior distribution is $p(\theta \mid D) \propto \exp(−U(\theta)) = −\log p(D \mid \theta) − \log p(\theta)$. As computing $U(\theta)$ is not feasible for all $D$, SG-MCMC methods approximate $U(\theta)$ via mini-batch learning.

Welling and Teh [32] propose Stochastic Gradient Langevin Dynamics (SGLD) and substitute the gradient of the log-posterior density with the stochastic gradient over the minibatch and an additive Gaussian noise term that acts as an upper bound on the error.

$$\theta_i = \theta_{i-1} - \alpha_i \Delta \tilde{U}(\theta_i) + \sqrt{2\alpha_i} \epsilon_i$$

(1)

The update to parameters is shown in Equation 1, at iteration $i$ of the algorithm, for normal distribution $\epsilon_i$, stepsize $\alpha_i$ and minibatch approximation of the potential energy $\tilde{U}$.

While convergence is in practice slower than for other MCMC algorithms, the parameter update process closely resembles stochastic gradient descent and is generalisable to any neural network. To speed up convergence and better explore complex multimodal distributions common for deep neural networks, Zhang et al. [34] propose cyclical SG-MCMC (cSG-MCMC), where a cyclical stepsize schedule allows for quicker discovery of new modes. For each cycle of the learning rate schedule, an initial larger step size allows for exploration, and the subsequent smaller step sizes allow for sampling.

2.2. Leveraging Bayesian Uncertainties

Uncertainties can be divided into two categories, epistemic and aleatoric. Epistemic uncertainty, or model uncertainty, arises from lack of knowledge either about a process or parameter, and is caused by missing information or data. This uncertainty can be reduced given more data. Aleatoric uncertainty, or data uncertainty, arises from probabilistic variations or noise in the data and even given an infinite amount of data, cannot be reduced. [17] demonstrate that epistemic uncertainty can reveal data bias, while [1] argue that fairness approaches should equalize only errors arising from epistemic, not aleatory uncertainties. Thus, for mitigating bias, we are most interested in epistemic uncertainties.

Branchaud-Charron et al. [8] explore whether using Bayesian Active Learning by Disagreement (BALD) [15] can help mitigate bias against a protected class. They demonstrate that an acquisition scheme which greedily reduces epistemic uncertainty has potential for bias mitigation. This method shows promising results for leveraging epistemic uncertainties to mitigate bias when all of a target class is a minority group, but does not deal with sensitive feature scenarios. Khan et al. [22] use Bayesian uncertainty estimates to deal with class imbalance by weighting the loss function to move learned class boundaries away
from more uncertain classes. While their primary focus is class uncertainties, they also consider sample-based uncertainties. They propose a curriculum learning schedule with a variational dropout Bayesian neural network which approximates uncertainties first using softmax outputs, then class-level uncertainties, and finally for the last 10 epochs, sample-based uncertainties. As we are focusing on both sensitive attribute and minority group bias, neither of which we expect to be constrained to a unique class, our approach focuses on sample-level uncertainties. This eliminates the need for tuning a curriculum learning schedule, and for encouraging the model to look at class uncertainties. Furthermore, we opt to use SG-MCMC over variational dropout for better uncertainty estimates.

3. Methodology

We propose a simple uncertainty-weighted loss function for visual bias mitigation. Given a Bayesian neural network with parameters \( \theta \) and posterior \( p(\theta \mid D, x) \) for class-labelled training data \( D \) and test sample \( x_i \), the predictive posterior distribution for a given predicted class \( y_i \) is then:

\[
p(y_i \mid D, x_i) = \int p(y_i \mid \theta)p(\theta \mid D, x_i) d\theta \tag{2}
\]

We can approximate this predictive posterior via Monte Carlo sampling. Given \( T \) Monte Carlo samples total, \( T_c \) per learning schedule cycle \( c \), we thus have predictive mean:

\[
\mu_i \approx \frac{1}{T} \sum_{j=1}^{T} p(y_i \mid x_i, \theta_j) \tag{3}
\]

and model uncertainty corresponding to this prediction:

\[
\sigma_i \approx \frac{1}{T} \left( \sum_{j=1}^{T} p(y_i \mid x_i, \theta_j) - \mu_i \right)^2 \tag{4}
\]

We propose the following uncertainty-weighted loss function for training sample \((x_i, y_i)\), given the cross entropy loss \( L(x_i, y_i) \), the additive Gaussian noise term from 1 and a tunable parameter \( \kappa \) controlling the degree of weighting, especially for high-uncertainty samples:

\[
\hat{L}(x_i, y_i) = L(x_i, y_i) \ast (1.0 + \sigma_{i,y_i})^\kappa \tag{5}
\]

As we expect a normally weighted sample to have weight 1.0, we shift the distribution such that lowest uncertainty samples are never irrelevant to the loss term. We compute \( \hat{L} \) sample-wise and then reduce over the minibatch. \( \kappa = 1 \) is equivalent to a normal weighting, whereas \( \kappa \rightarrow \infty \) increases the importance of high-uncertainty samples. In our fully bias-unaware setup, \( \kappa \) is optimised based on optimal validation loss tuned via grid search.

Algorithm 1 Training loop using uncertainty-weighted loss

**Require:** Training data \( X, Y \), weighting parameter \( \kappa \)

1: Initialize parameters \( \theta \)

2: for each cycle, \( c \) do

3: for each epoch in cycle, \( e \) do

4: if \( e \) in sampling phase then

5: Sample \( \theta_j \sim P(\theta \mid D, x) \)

6: Save \( P(y = \hat{y} \mid x, \theta_j) \forall \hat{y} \in X \)

7: Update \([w \leftarrow w - \epsilon \nabla L(x, y)]\) \( \forall w \in \theta \)

8: else if \( c > 0 \) then

9: \( \sigma_i \leftarrow \frac{1}{T} \left( \sum_{j=1}^{T} p(y_i \mid x_i, \theta_j) - \mu_i \right)^2 \)

10: \( \hat{L}(x_i, y_i) \leftarrow L(x_i, y_i) \ast (1.0 + \sigma_{i,y_i})^\kappa \)

11: Update \([w \leftarrow w - \epsilon \nabla \hat{L}(x, y)]\) \( \forall w \in \theta \)

12: end if

13: end for

14: end for

The earliest moment at which we can compute \( \sigma \) over the training data is during the sampling phase of the first cycle. Uncertainty values are updated at each consecutive cycle to reflect the developing posterior, requiring a total of \( T(C - 1) \) samples from the posterior for total number of cycles \( C \). We speed up this process during training by saving each training sample’s predictive distribution for each \( \theta_j \) rather than all \( \theta \). Once the sample-wise model uncertainties have been computed, all predictions can be discarded. We set the length of the sampling phase to be 5 epochs, the shortest length for which uncertainty estimates are consistently stable for a fixed seed.

4. Evaluation

4.1. CIFAR-10 Skewed Visual Bias Benchmark

We compose the same baseline dataset, “CIFAR-10 Skewed” (CIFAR-10S) proposed by Wang et al. [31] to evaluate the performance of a Bayesian CNN without any adjustments. 95% of the images for 5 out of 10 target classes and 5% of the remaining classes are converted to grayscale, resulting in an overall balanced dataset with respect to colour but a strong skew within each class. As a model can learn the presence or absence of colour as a class indicator, this is an instance of sensitive attribute bias. We use the official CIFAR-10 test set and a 5:1 training-validation split for the total of 60000 images.

To provide a fair comparison, we follow the same training and architecture choices as proposed, with the exception of the learning rate, which is set to maximise performance for the cyclical step size schedule of our Bayesian formulation, and with momentum 0.9 due to the Langevin dynamic estimation. Using validation loss to choose hyperparameters, we train for 280 epochs and four cycles. With the ex-
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\] (6)

- **Equalized odds** [18] is satisfied for predictor \( \hat{y} \) when \( \hat{y} \) and sensitive attribute \( a \) are independent conditional on outcome \( y, \forall \gamma \in 0, 1: P(\hat{y} = 1 | y = \gamma, a = 0) = P(\hat{y} = 1 | y = \gamma, a = 1). \) A difference in equality of opportunity score is derived as per [5] where \( FN_y \) is the number of false negatives of class \( y \) with protected attribute \( a \):

\[
\frac{1}{y \sum_{y \in Y} \left| \frac{TP^1_y}{TP^1_y + FN^1_y} - \frac{TP^0_y}{TP^0_y + FN^0_y} \right|}
\] (7)

- **Equality of opportunity** [18] is a relaxed form of equalized odds which requires non-discrimination on only one desired outcome, \( y = 1, P(\hat{y} = 1 | y = 1, a = 0) = P(\hat{y} = 1 | y = 1, a = 1). \) A difference of equalized odds score as per [4] is as follows:

\[
0.5 \times (|FPR_0^1 - FPR_0| + |TPR_0^1 - TPR_0|)
\] (8)

For CIFAR-10S, we find that samples with a sensitive attribute have higher uncertainties. They constitute 20% of samples in the samples with the highest 10% uncertainties, while only 5% of samples in the dataset have a sensitive attribute. In contrast, less than 2% of samples in the lowest 10% uncertainties have a sensitive attribute.

As CIFAR-10S is a case of sensitive attribute bias, we formulate a second dataset CIFAR-10M “Minority” (CIFAR-10M) to represent minority group bias. We set grayscale as the minority attribute, and for each of the 10 classes, 5% of samples are converted to grayscale. The remaining 95% remain in colour. We split the training-validation sets using a 5:1 ratio. The results of our debiasing method on this dataset are presented in Table 2.

We evaluate the models using four metrics:

- **Mean test accuracy** on fully gray-scale and fully colour test sets, indicating how much the model learned the undesired correlation between the colour of each sample and its label;

- **Bias amplification score** [35] proposed first in a natural language processing setting and generalised for the CIFAR-10S dataset in Equation 6 as suggested in [31]. \( Gr_c \) is the number of gray-scale test samples predicted as class \( c \), and \( Col_c \) the colour samples predicted as
4.2. On a Real-World Face Detection Problem

Similar to [3], we create a face vs. no-face binary classification dataset using 20k instances of faces from CelebA [24] and 20k non-face samples from a variety of different classes from ImageNet [12], for a training set of 40k images. We evaluate the model on FairFaces [21], consisting of 108,501 images with gender, race, and age annotations, balanced across 7 race groups: White, Black, Indian, East Asian, Southeast Asian, Middle Eastern, and Latino, and 9 age subgroups from “0-2” to “over 70”. The high level of diversity is visible in Figure 2. The distribution shift between the training and test data is such that we center crop the CelebA images to 124 x 124 and downsample all face and non-face training data to 64 x 64 such that the general resolution and positioning of the face in the images do not hinder the model from generalising. We use the Fréchet Inception Distance [19] between the CelebA and FairFace datasets to guide our transforms to the CelebA data, supported by visual comparison of random selections of images from both datasets. No transforms other than resizing are applied to the FairFace data, ensuring that the diversity is still intact.

We train a regular ResNet18 to convergence at 30 epochs using an 8:2 split of the CelebA/ImageNet dataset for training and validation and a standard SGD optimizer with learning rate of 0.01. The cSG-MCMC Bayesian model with uncertainty-weighted loss is similarly trained with 4 cycles of 30 epochs each for a total of 120 epochs.

For every subgroup, the uncertainty-weighted loss de-
creases the TPR gap, with the discrepancies for the 7 subgroups with lowest TPR rates shown in Figure 3.

Given that sample-level weighting by a factor of $N$ during training is equivalent to that sample appearing $N$ times, our approach could be categorized as a type of sub-sampling algorithm. Thus, it suffers from the same weakness as all sub-sampling algorithms, a tendency to overfit over-sampled data. This can only be partially mitigated by aggressive data augmentation. We hypothesize that this explains why increasing tunable de-biasing parameter $\kappa$ beyond the optimal value results in worse performance as shown in Figure 4.

Figure 1 shows samples with high uncertainties, which clearly have features which make them more likely to be subject to bias. A bias-informed method could strongly mitigate bias due to known societal biases such as gender and race, or skin phenotype. But since it would be unlikely to also have access to meta-data which identifies variances in lighting, pose, image resolution, etc., all of which also result in unfairness, such methods would not target such biases.

Such an approach is valuable in medical imaging applications with large population image analysis due to the inherent difficulty in collecting meta data. Sensitivity and privacy requirements result in imaging datasets with very few annotations and little, if any, associated patient meta data. This presents a challenge for bias-informed methods, and serves as motivation for further exploration of methods which can mitigate without requiring comprehensive knowledge of all biases.

5. Conclusion

We have shown that an epistemic uncertainty-weighted loss function has potential for bias mitigation for datasets with unknown sources of bias. We cannot conclude that the approach works in all cases based on our experiments, nor do we attempt to provide a mathematical proof that this should be the case. Some training datasets may contain an over-sampling from unprivileged groups, in which case the correlation with epistemic uncertainties may no longer exist. Thus, our exploration focuses on cases of minority group and sensitive attribute bias. While outperformed by most bias-informed models, our method is a step towards exploring how epistemic uncertainties in Bayesian neural networks can be leveraged for identifying, understanding, and mitigating the types and sources of visual bias in data.
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