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1. ScanpathNet
ScanpathNet is a deep learning model inspired by

Guided Search 6 (GS6) [12], the latest theoretical frame-
work of visual search. Since this work focusses on free-
viewing tasks, we present a modified GS6 without compro-
mising its theoretical underpinnings (refer to [12] for a com-
plete discussion of the theory). Nevertheless, ScanpathNet
provides explicit extensibility for search-based tasks.

2. Dataset Used
Experiments were done on the OSIE [13], MIT1003 [7]

and CAT2000 [3] from the MIT/Tubingen Saliency Bench-
mark1. For CAT2000, only the train set was used since the
eye-tracking data for the test set were held out.

3. Comparison against the state-of-the-art
The state-of-the-art models for comparison were chosen

due to the public availability of their implementations. They
also represent the diversity of traditional and deep learning
approaches to scanpath prediction.

• ScanpathNet: the code will be available on GitHub.2

• VQA [4]: we used the implementation on GitHub.3

• IOR-ROI [8]: we obtained the implementation on
GitHub.4 We used the MaskX -RCNN [5]5 with a
threshold of 0.5 as mentioned in the original paper to
extract the semantic segmentation masks.

• PathGAN [1]: we used the implementation on Github.6

• SaltiNet [2]: we used the implementation on GitHub.7

1https://saliency.tuebingen.ai/datasets.html
2https://github.com/ryanxdebelen/ScanpathNet
3https://github.com/chenxy99/Scanpaths
4https://github.com/sunwj/scanpath
5https://github.com/ronghanghu/seg_every_thing
6https://github.com/imatge-upc/pathgan
7https : / / github . com / massens / saliency -

360salient-2017

• Star-FC [11]: we used the Python implementation on
GitHub.8

• SGC [9, 10]: we used the Matlab implementation.9

• Itti [6]: we used the Matlab implementation.10

4. More experimental information
As mentioned in Section 3.2, we performed empirical

tests to investigate the effect of different spatial masks on
the IOR mechanism. More specifically, we compared the
performance of using (1) a Gaussian spatial mask and (a)
a spatial mask with 0 values around the fixation locations.
After training on all datasets, we found that the model did
not converge (i.e., the loss function did not decrease) when
setting 1 was used. Setting 2 was used for further experi-
ments because the model converged. It is important to note
that the inhibition of return mechanism implemented here is
different from the commonly used method of direct spatial
inhibition of the saliency map. Here, we apply the inhibi-
tion in the feature space through an element-wise product.
This design choice is inspired by the GS6 paper. Figure 3
in [12] shows that information from the world is represented
in the visual system and suggests that succeeding operations
happen in the feature space.

5. More qualitative results
We compare ScanpathNet against a wide selection of tra-

ditional and deep learning scanpath models. Extensive com-
parisons are provided in Figures 1, 2, 3 and 4. ScanpathNet
predictions resemble human scanpaths and are qualitatively
better than the predictions made by the other models. It
is important to note that there are times when Scanpath-
Net prediction locations are not perfectly aligned with the
ground truth fixation locations (Image 1 in Figure 2, Image
1 & 3 in Figure 4).

8https://github.com/ykotseruba/pySTAR-FC
9https://github.com/XiaoshuaiSun/SGP

10http://www.saliencytoolbox.net

1

mailto:r.debelen@unsw.edu.au
mailto:t.bednarz@unsw.edu.au
mailto:a.sowmya@unsw.edu.au
https://saliency.tuebingen.ai/datasets.html
https://github.com/ryanxdebelen/ScanpathNet
https://github.com/chenxy99/Scanpaths
https://github.com/sunwj/scanpath
https://github.com/ronghanghu/seg_every_thing
https://github.com/imatge-upc/pathgan
https://github.com/massens/saliency-360salient-2017
https://github.com/massens/saliency-360salient-2017
https://github.com/ykotseruba/pySTAR-FC
https://github.com/XiaoshuaiSun/SGP
http://www.saliencytoolbox.net


Figure 1. Visualisation of the generated scanpaths from each scanpath model on OSIE images with increasing complexity.



Figure 2. Visualisation of the generated scanpaths from each scanpath model on MIT1003 images with increasing complexity.



Figure 3. Visualisation of the generated scanpaths from each scanpath model on CAT2000 images with increasing complexity.



Figure 4. Visualisation of the generated scanpaths from each scanpath model on CAT2000 images with increasing complexity.
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