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Abstract

Semantic segmentation labels are expensive and time
consuming to acquire. To improve label efficiency of seman-
tic segmentation models, we revisit denoising autoencoders
and study the use of a denoising objective for pretraining
UNets. We pretrain a Transformer-based UNet as a denois-
ing autoencoder, followed by fine-tuning on semantic seg-
mentation using few labeled examples. Denoising pretrain-
ing outperforms training from random initialization, and
even supervised ImageNet-21K pretraining of the encoder
when the number of labeled images is small. A key advan-
tage of denoising pretraining over supervised pretraining
of the backbone is the ability to pretrain the decoder, which
would otherwise be randomly initialized. We thus propose
a novel Decoder Denoising Pretraining (DDeP) method,
in which we initialize the encoder using supervised learn-
ing and pretrain only the decoder using the denoising ob-
jective. Despite its simplicity, DDeP achieves state-of-the-
art results on label-efficient semantic segmentation, offering
considerable gains on the Cityscapes, Pascal Context, and
ADE20K datasets.

1. Introduction

Many important problems in computer vision, such as
semantic segmentation and depth estimation, entail dense
pixel-level predictions. Building accurate supervised mod-
els for these tasks is challenging because collecting ground
truth annotations densely across all image pixels is costly,
time-consuming, and error-prone. Hence, state-of-the-art
techniques often resort to pretraining, where the model
backbone (i.e., encoder) is first trained as a supervised
classifier [51, 68, 79] or a self-supervised feature extrac-
tor [4,16,36,37,40,64]. Most backbone architectures, such
as ResNets [38], gradually reduce the feature map resolu-
tion. Hence, to conduct pixel-level prediction, one intro-
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Figure 1. An illustration of decoder denoising pretraining (DDeP).
Similar to a standard denoising autoencoder, the network is trained
to denoise a noisy input image. However, the encoder is pretrained
using supervised learning and is kept frozen, and only the param-
eters of the decoder are optimized using the denoising objective.
Furthermore, given a noisy input denoted x + σε, the decoder is
trained to predict noise ε instead of the clean image x directly.
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Figure 2. Mean IoU on the Cityscapes validation set as a func-
tion of fraction of labeled training images available. Denoising
pretraining is particularly effective when less than 5% of labeled
images is available. Supervised pretraining of the backbone on
ImageNet-21K outperforms denoising pretraining when label frac-
tion is larger. Decoder denoising pretraining offers the best of both
worlds, achieving competitive results across label fractions.

duces a decoder with a number of upsampling layers and
additional parameters. Most state-of-the-art semantic seg-
mentation models ignore decoder parameters and initialize
them at random.

An alternative avenue for pretraining semantic segmen-
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tation architectures is generative modeling, in which large
amounts of unlabeled data are used to learn the data dis-
tribution. Generative modeling is promising as a repre-
sentation learning method for dense prediction tasks since
it does not require labels and typically learns to repre-
sent images at the pixel-level. Generative pretraining has
been very successful for language tasks, where models
are pretrained via conditional generation of masked tokens
[19, 54, 56, 69]. However, generative pretraining for com-
puter vision [5, 14, 24, 77] still tends to fall behind super-
vised pretraining, especially in the context of dense pixel
prediction tasks [107].

Recently, diffusion and score-based generative models
[41, 80, 81] have emerged as a new approach to image and
audio synthesis [15, 22, 42, 61, 76], outperforming strong
GAN and autoregressive baselines in sample quality scores.
Denoising Diffusion Probabilistic Models (DDPMs) [41]
approximate complex empirical distributions by learning to
convert Gaussian noise to the target distribution via a se-
quence of iterative denoising steps. In practice, DDPMs are
implemented as encoder-decoder architectures (e.g., UN-
ets [73]) that are trained to iteratively recover successively
cleaner images from noise-corrupted inputs. DDPMs are
therefore architecturally similar to dense prediction mod-
els, making their representations good candidates for tasks
like semantic segmentation.

Inspired by the success of diffusion models, we investi-
gate the effectiveness of representations learned by denois-
ing autoencoders for semantic segmentation. We find that
Denoising Pretraining (DeP) with a fixed, carefully chosen
noise level, yields representations that are very competitive
on few-shot semantic segmentation, outperforming training
from random initialization, and even supervised ImageNet-
21K pretraining of the encoder. However, as the number of
labeled examples increases, supervised pretraining of the
backbone becomes more competitive than DeP, e.g., see
Figure 2.

We simply add scaled i.i.d. Gaussian noise to images
and train the encoder-decoder architecture to recover noise.
As shown in Figure 2, DeP is very competitive at low la-
bel regimes, but it underperforms supervised pretraining at
higher label regimes. To tackle this, we propose decoder de-
noising pretraining (DDeP) that combines supervised pre-
training of the backbone with denoising pretraining of the
decoder and offers competitive results across various label
regimes.
Our key contributions include:
• We propose unsupervised Denoising Pretraining (DeP)

for semantic segmentation, which greatly outperforms
training from random initialization, and even outper-
forms supervised ImageNet-21K pretraining when the
number of labeled images is small.

• We propose decoder denoising pretraining (DDeP) as a

way to combine the benefits of supervised pretraining of
backbones and denoising pretraining – A frozen super-
vised backbone is used in conjunction with a decoder
that is pretrained on denoising.

2. Related work
Because collecting detailed pixel-level labels for seman-

tic segmentation is costly, time-consuming, and error-prone,
many methods have been proposed to enable semantic seg-
mentation from fewer labeled examples [29, 32, 44, 48, 58,
59,63,65,86,104,108]. These methods often resort to semi-
supervised learning (SSL) [9,87], in which one assumes ac-
cess to a large dataset of unlabeled images in addition to
labeled training data. In what follows, we will discuss pre-
vious work on the role of strong data augmentation, gener-
ative models, self-training, and self-supervised learning in
label-efficient semantic segmentation. While this work fo-
cuses on self-supervised pretraining, we believe strong data
augmentation and self-training can be combined with the
proposed denoising pretraining approach to improve the re-
sults even further.
Data augmentation. French et al. [31] demonstrate that
strong data augmentation techniques such as Cutout [21]
and CutMix [98] are particularly effective for semantic seg-
mentation from few labeled examples. Ghiasi et al. [33]
find that a simple copy-paste augmentation is helpful for
instance segmentation. Previous work [3, 6, 13, 72] also ex-
plores completely unsupervised semantic segmentation by
leveraging GANs [35] to compose different foreground and
background regions to generate new plausible images. We
make use of relatively simple data augmentation including
horizontal flip and random inception-style crop [85]. Using
stronger data augmentation is left to future work.
Generative models. Early work on label-efficient seman-
tic segmentation uses GANs to generate synthetic training
data [83] and to discriminate between real and predicted
segmentation masks [45,58]. DatasetGAN [101] shows that
modern GAN architectures [47] are effective in generat-
ing synthetic data to help pixel-level image understanding,
when only a handful of labeled images are available. Dif-
fusion models have been used to iteratively refine semantic
segmentation masks, as a proof of concept [43]. Concurrent
work [2] demonstrates the effectiveness of features learned
by diffusion models for semantic segmentation from few
labeled examples. By contrast, we utilize simple denoising
pretraining for representation learning and study full fine-
tuning of the encoder-decoder architecture as opposed to ex-
tracting fixed features [2]. Further, we use well-established
benchmarks to compare our results with prior work.
Self-training, consistency regularization. Self-training
(self-learning or pseudo-labeling) is one of the oldest SSL
algorithms [1, 30, 78, 97]. It works by using an initial su-
pervised model to annotate unlabeled data with so-called
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pseudo labels, and then uses a mixture of pseudo- and
human-labeled data to train improved models. This itera-
tive process may be repeated multiple times. Self-training
has been used to improve object detection [74, 107] and se-
mantic segmentation [11, 28, 106, 108]. Consistency reg-
ularization is closely related to self-training and enforces
consistency of predictions across augmentations of an im-
age [31,49,65]. These methods often require careful hyper-
parameter tuning and a reasonable initial model to avoid
propagating noise. Combining self-training with denosing
pretraining will likely improve the results further.

Self-supervised learning. Self-supervised learning meth-
ods formulate predictive pretext tasks that are easy to con-
struct from unlabeled data and can benefit downstream dis-
criminative tasks. In natural language processing (NLP),
the task of masked language modeling [20, 56, 70] has be-
come the de facto standard, showing impressive results
across NLP tasks. In computer vision, different pretext
tasks for self-supervised learning have been proposed, in-
cluding the task of predicting the relative positions of neigh-
boring patches within an image [23], the task of inpaint-
ing [66], solving Jigsaw Puzzles [62], image colorization
[53,99], rotation prediction [34], and other tasks [8,52,100].
Recently, methods based on exemplar discrimination and
contrastive learning have shown promising results for im-
age classification [16,36,37,40,64]. These approaches have
been used to successfully pretrain backbones for object de-
tection and segmentation [17,37], but unlike this work, they
often initialize decoder parameters at random.

Self-supervised learning for dense prediction. Pinheiro
et al. [67] and Wang et al. [96] propose dense contrastive
learning, an approach to self-supervised pretraining for
dense prediction tasks, in which contrastive learning is ap-
plied to patch- and pixel-level features as opposed to im-
age level-features. This is reminiscent of AMDIM [4] and
CPC V2 [39]. Zhong et al. [104] take this idea further
and combine segmentation mask consistency between the
output of the model for different augmentations of an im-
age (possibly unlabeled) and pixel-level feature consistency
across augmentations. Perhaps, BeIT [5] is most related
to this paper, which applies masked auto-encoding, the key
idea of BERT, to pretraining vision transformers for image
classification and segmentation. BeIT uses softmax over
discretized image patches [71] to conduct patch inpainting.
Our approach is simpler and does not require quantizing
image patches using a separate model. Further, we show
promising results on label-efficient semantic segmentation.
We revisit one of the oldest and simplest self-supervised
learning methods, namely denoising autoencoders [90, 92].
We show that when modern U-Net architectures are used
to denoise a carefully selected level of Gaussian noise, the
learned representations transfer favorably to label-efficient
semantic segmentation.

Diffusion models. Diffusion and score-based generative
models [41, 80, 81] represent an emerging family of gen-
erative models resulting in image sample quality superior
to GANs [22, 42]. These models are linked to denois-
ing autoencoders through denoising score matching [89]
and can be seen as methods to train energy-based mod-
els [46]. Denoising Diffusion Models (DDPMs) have re-
cently been applied to conditional generation tasks such as
super-resolution, colorization, and inpainting [55, 75, 76,
82], suggesting these models may be able to learn useful
image representations. We are inspired by the success of
DDPMs, but we find that many components of DDPMs are
not necessary and simple denoising pretraining works well.
Transformers for vision. Inspired by the success of Trans-
formers in NLP [88], several publications study combin-
ing convolution and self-attention for object detection [7],
semantic segmentation [94, 95], and panoptic segmenta-
tion [93]. Vision Transformer (ViT) [25] demonstrates that
a convolution-free approach can yield impressive results
when a massive labeled dataset is available. Recent work
has explored the use of ViT as a backbone for semantic
segmentation [57, 84, 103]. These approaches differ in the
structure of the decoder, but they show the power of Vit-
based semantic segmentation. We adopt a hybrid ViT [26]
as the backbone, where the patch embedding projection is
applied to patches extracted from a convolutional feature
map. We study the size of the decoder, and find that wider
decoders often improve semantic segmentation results.

3. Denoising pretraining

Our goal is to learn self-supervised image representa-
tions that transfer well to dense prediction tasks such as
semantic segmentation. Inspired by the recent success of
denoising diffusion probabilistic models in image genera-
tion [41, 61], we revisit denoising objectives for unsuper-
vised representation learning and adapt them to modern se-
mantic segmentation architectures based on Transformers.

Network architecture. We use a Transformer-based UNet
architecture (a.k.a TransUNet) [10], which integrates a 12-
layer Transformer into a standard UNet [73] model. As de-
picted in Figure 3, the encoder is a hybrid model comprising
convolution and self-attention layers [26], where patch em-
beddings are extracted from a CNN feature map. We adopt
an encoder identical to the Hybrid-ViT model of Dosovit-
skiy et al. [26], which enables us to take advantage of super-
vised model checkpoints pretrained on the ImageNet-21K
dataset.

In our experiments, the CNN feature extractor is a
ResNet-50 model. The decoder is a standard UNet decoder
with two 3x3 convolutions in each decoder block. Skip con-
nections from feature maps in the encoder are added to the
decoder to enable precise localization. We report results for
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Figure 3. The Transformer-based UNet architecture used in our experiments. The encoder is a Hybrid-ViT model [26].

the basic decoder in Figure 3 and decoders with 2× and 3×
as many channels. Our denoising pretraining approach is
not specific to any choice of model architecture, but all of
our results are reported on the TransUNet architecture.

3.1. Denoising objective function

We aim to pretrain an encoder-decoder architecture, de-
noted f , which is parameterized by θ. This model takes as
input an image x ∈ RH×W×C and converts it into a dense
representation y ∈ Rh×w×c, e.g., a semantic segmentation
mask. We wish to find an effective way to initialize the
parameters θ such that f can be effectively fine-tuned on
semantic segmentation on a few labeled examples.

We revisit the old and simple idea of pretraining an
encoder-decoder architecture as a denoising autoencoder
[91, 92] – given an unlabeled input image x, the model
is trained to reconstruct x from a noise-corrupted version
x + ε. In early work on denoising autoencoders, the de-
coder is removed after representation learning and only the
encoder is fine-tuned on classification tasks [91]. For dense
prediction tasks, however, both the encoder and the decoder
can be pretrained and fine-tuned jointly.

Recently, denoising autoencoders have received renewed
attention in the form of Denoising Diffusion Probabilis-
tic Models (DDPMs; [41]). The key difference between
DDPMs and denoising autoencoders is that DDPMs are
trained to remove Gaussian noise added to images, where
the noise is drawn from a Gaussian with varying variances.
In contrast, denosing autoencoders are typically trained to
remove Gaussian noise with a fixed variance. Perhaps less
importantly, DDPM architectures are often conditioned on
the noise level too. Further, DDPMs train an autoencoder to
predict noise instead of the clean image directly.

Given the resurgence of denoising autoencoders, this pa-
per investigates the effectiveness of representations learned
by denoising autoencoders for semantic segmentation. One
appealing property of denoising autoencoders is that they

can make use of unlabeled data. Given an unlabeled image
x, we obtain a noisy image x̃ by adding Gaussian noise ε

x̃ = x+ σε , ε ∼ N (0, I) . (1)

Hence, we study the use of the DDPM denosing objec-
tive for pretraining semantic segmentation models. Given
an unlabeled input image x and a scalar noise level γ,
DDPMs generate a noisy image x̃ as

x̃ =
√
γ x+

√
1− γ ε , ε ∼ N (0, I) . (2)

x is attenuated by
√
γ and ε is attenuated by

√
1− γ to en-

sure that the variance of the random variables x̃ is 1 if the
variance of x is 1. However for representation learning, we
found that this formulation doesn’t provide significant ben-
efits over the denoising autoencoder formulation in Eq. (1)
which is used for the rest of this paper.

Our denoising pretraining objective can be expressed as

Ex Eε∼N (0,I) Eσ∼p(σ)
∥∥∥∥fθ(x+ σε)− ε

∥∥∥∥2
2

, (3)

where fθ represents an image-to-image translation archi-
tecture such as a U-Net and p(σ) defines the noise schedule
for a DDPM.

In practice, we find that high-quality representations can
be learned with a simple denoising objective in which σ
is fixed to a single value. Hence, we drop the expectation
over σ, resulting in a simpler denosing objective function:

Ex Eε∼N (0,I)

∥∥∥∥fθ(x+ σε)− ε
∥∥∥∥2
2

. (4)

This objective can be thought of as a single iteration of the
diffusion process modeled by DDPMs. We use this objec-
tive function to pretrain the whole encoder-decoder archi-
tecture after random initialization, which we dub Denois-
ing Pretraining (DeP). Alternatively, to combine the advan-
tages of supervised and denoising pretraining, in Decoder
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Denoising Pretraining (DDeP), we initialize the backbone
with classification-pretrained weights and pretrain only the
decoder weights with denoising.

Inspired by [41,89], we define the denoising objective in
Eq. (4) in terms of predicting the noise vector ε. Alterna-
tively, one could regress the output of fθ onto the noiseless
image x itself. The difference between these two formu-
lations can be linked to the addition of a skip connection
from the input x̃ to the output, so that the model can easily
combine its estimate of ε with the input x̃ to obtain x. In
this case both formulations should behave similarly. In the
absence of an explicit skip connection, our experiments sug-
gest that predicting ε works better than predicting x (Table
7).

We find that the choice of σ has a big impact on the
quality of representations. For visual inspection, Figure 4
illustrates a few reasonable values of σ for denoising pre-
training. Following [41] we map pixel values to the range
[−1, 1] so pixels approximately conform to a zero mean and
unit variance. After pretraining, we discard the final projec-
tion layer before finetuning on semantic segmentation.

3.2. Extension to diffusion process

In its simplest form, when using a single fixed value of σ
in Eq. (4), our method corresponds to a single step in a
diffusion process. We also study extensions that bring the
method closer to the full diffusion process used in DDPMs.
Variable noise schedule. In DDPMs, which model a com-
plete diffusion process from a clean image to pure noise
(and its reverse), σ is sampled uniformly at random from
[0, 1] for each training example. While we find that a fixed σ
often performs best, we also experiment with sampling σ
randomly. In this case, restricting σ to a range close to 1 is
essential for representation quality (see Section 4.5).
Conditioning on noise level. In the diffusion formalism,
the model represents the (reverse) transition function from
one noise level to the next, and is therefore conditioned on
the current noise level. In practice, this is achieved by sup-
plying the σ sampled for each training example as an addi-
tional model input, e.g. to normalization layers. Since we
typically use a fixed noise level, conditioning is not required
for our method.
Weighting of noise levels. In DDPMs, the relative weight-
ing of different noise levels in the loss has a large im-
pact on sample quality [41]. Since our experiments sug-
gest that multiple noise levels are not necessary for learning
transferable representations, we did not experiment with the
weighting of different noise levels, but note that this may be
an interesting direction for future research.

3.3. Hyperparameters and design choices
Noise magnitude. The only hyperparameter specific to
denosing pretraining is the choice of noise level σ. We find

that smaller σ values (i.e., close to clean images) work best
for Decoder Denoising Pretraining whiles higher values of
σ work best for Denoising Pretraining . We report results
for a sweep over different σ values in Section 4.5.2, but
generally, we find that σ = 0.8 and σ = 0.1 works well
across different settings and datasets for DeP and DDeP re-
spectively.

4. Experimental results

We assess the effectiveness of the proposed Denois-
ing Pretraining (DeP) and Decoder Denoising Pretraining
(DDeP) on several semantic segmentation datasets and con-
duct label-efficiency experiments.

4.1. Datasets and metrics

Cityscapes [18]. This dataset contains 5000 images with
high quality pixel-level annotations. Following what has be-
come the standard practice [12, 18, 102], 19 labels are used
for training and evaluation while the void label is ignored.
Pascal Context [60] is a challenging dataset with 4,998 im-
ages for training and 5,105 images for testing. There are 59
semantic classes and 1 background class.
ADE20K [105] is a scene parsing dataset, with fine-grained
labels covering 150 objects and stuff categories. It has
20,210 training and 2,000 validation images.
Metrics. We report the mean Intersection of Union (mIoU)
averaged over all semantic categories.
Data augmentation. During training, random cropping and
random left-right flipping is applied to the images and their
corresponding segmentation masks. We randomly crop the
images to a fixed size of 1024 × 1024 for Cityscapes and
512 × 512 for ADE20K and Pascal Context. All of the de-
noising pretraining runs are conducted at a 512× 512 reso-
lution.

4.2. Decoder variants
We investigate the impact of decoder size on our results

by varying the number of feature maps at the various stages
of the decoder. The default (1×) decoder configuration for
all our experiments is [1024, 512, 256, 128, 64] where the
value at index i corresponds to the number of feature maps
at the ith decoder block. This is reflected in Figure 3. On
Cityscapes, we experiment with doubling the default width
of all decoder layers (2×), while on Pascal Context and
ADE20K, we experiment with tripling (3×) the widths.

4.3. Training and inference

For downstream fine-tuning of the pretrained models for
the semantic segmentation task, we use the standard pixel-
wise cross-entropy loss. We use the Adam [50] optimizer
with a cosine learning rate decay schedule. For both De-
noising Pretraining (DeP) and Decoder Denoising Pretrain-
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Original σ = 0.1 σ = 0.2 σ = 0.4

Figure 4. An illustration of a 256× 256 image and a few reasonable values of standard deviation (σ) for Gaussian noise. For visualization,
we clip noisy pixel values to [0, 1], but during training no clipping is used.

Table 1. Cityscapes mIoU on VAL FINE set. Labeled examples are
varied from full to 1/30 of the original TRAIN FINE set

Decoder full 1/4 1/8 1/30
Method width (2,975) (744) (372) (100)

No Pretraining 1× 63.47 39.63 34.74 25.79
Supervised 1× 80.36 75.55 72.56 54.72
DeP 1× 77.14 68.87 63.90 53.41
DDeP 1× 80.53 75.86 72.67 62.61

No Pretraining 2× 62.25 37.72 33.73 24.93
Supervised 2× 80.50 75.57 72.84 60.36
DDeP 2× 80.62 76.26 72.99 63.25

ing (DDeP), we use a learning rate of 10−4 and a batch size
of 128 and train for 6000 epochs.

The Pascal Context dataset is a subset of the larger Pas-
cal VOC [27] dataset, and we find that denoising pretraining
on all of Pascal VOC leads to a boost in downstream accu-
racy on Pascal Context. On ADE20K, denoising pretrain-
ing uses images from the TRAIN set, while on Cityscapes,
we conduct denoising pretraining on the combination of
TRAIN FINE and TRAIN COARSE sets.

When fine-tuning the pretrained models on the target se-
mantic segmentation task, we sweep over weight decay and
learning rate values between [1e−5, 3e−4] and choose the
best combination for each task. For the 100% setting, we
report the means of 10 runs on all of the datasets. On Pas-
cal Context and ADE20K, we also report the mean of 10
runs (with different subsets) for the 1%, 5% and 10% label
fractions and 5 runs for the 20% setting. On Cityscapes, we
report the mean of 10 runs for the 1/30 setting, 6 runs for
the 1/8 setting and 4 runs for the 1/4 setting.

During inference on Cityscapes, we evaluate on the full
resolution 1024 × 2048 images by splitting them into two
1024 × 1024 input patches. We apply horizontal flip and
average the results for each half. The two halves are con-
catenated to produce the full resolution output.

Table 2. Comparison with the state-of-the-art on Cityscapes. The
result of [32] is reproduced by [108] based on DeepLab-v3+, while
the results of [29, 44, 58, 63] are based on DeepLab-v2. All of the
baselines except ours make use of a ResNet-101 backbone.

full 1/4 1/8 1/30
Method (2,975) (744) (372) (100)

AdvSemSeg [44] - 62.3 58.8 -
s4GAN [58] 65.8 61.9 59.3 -
DMT [29] 68.16 - 63.03 54.80
ClassMix [63] - 63.63 61.35 -
CutMix [32] - 68.33 65.82 55.71
PseudoSeg [108] - 72.36 69.81 60.96
Sup. baseline [104] 74.88 73.31 68.72 56.09
PC2Seg [104] 75.99 75.15 72.29 62.89

DDeP (Ours) 80.62 76.26 72.99 63.25

4.4. Performance gain by denoising pretraining

In Table 1, we report the results of DeP and DDeP on
Cityscapes and compare them with the results of training
from random initialization or initializing with an ImageNet-
21K-pretrained encoder. DeP significantly outperforms ran-
domly initialized models in all settings, and also outper-
forms the ImageNet-21K supervised baseline in the low la-
bel fraction settings. As shown in Figure 2, DeP outper-
forms the supervised baseline in the 1% and 2% labelled
images settings. Decoder Denoising Pretraining (DDeP)
further improves over both DeP and ImageNet-21K super-
vised pretraining for both the 1× and 2× decoder variants
(Table 1).

Table 2 compares DDeP with previously proposed meth-
ods for label-efficient semantic segmentation on Cityscapes.
DDeP outperforms these baseline methods at all training set
sizes. With only 25% of the training data, DDeP produces
better segmentations than the strongest baseline method,
PC2Seg [104], does when trained on the full dataset. Unlike
most recent work, we do not perform evaluation at multiple
scales, which should lead to further improvements.
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Table 3. Pascal Context mIoU (%) on the VALIDATION set for la-
beled examples varied from 100% to 1% of the original TRAIN set.
Supervised indicates ImageNet-21K pretraining of the backbone

Decoder 100% 20% 10% 5% 1%
Method width (4,998) (1,000) (500) (250) (50)

No pretraining 1× 17.64 8.32 6.50 5.20 2.67
Supervised 1× 59.50 42.05 35.02 28.24 11.93
DDeP 1× 59.66 50.26 44.38 38.01 17.48

No pretraining 3× 17.56 7.76 6.42 4.90 2.75
Supervised 3× 60.10 48.78 42.98 36.24 13.67
DDeP 3× 60.13 53.64 49.95 44.30 23.20
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Figure 5. Performance on Pascal Context dataset (with a default
1× decoder) as a function of fraction of labeled data available.

On Pascal Context and ADE20K datasets, we evaluate
DDeP on 1%, 5%, 10%, 20% and 100% of the training data,
and obtain large improvements over supervised pretraining.
Figure 5 compares the performance of DDeP with that of
the supervised baseline and a randomly initialized model on
Pascal Context. Table 3 compares these results with those
obtained with a 3× decoder. Again, for both 1× and 3×
decoders, DDeP significantly outperforms architecturally
identical supervised models, obtaining improvements of 4-
10% mIOU across all semi-supervised settings. Notably,
with only 10% of the labels, DDeP outperforms the super-
vised model trained with 20% of the labels.

Figure 6 and Table 4 show the performance of DDeP on
the ADE20K dataset. Again, we see gains of more than 10
points in the 5% and 10% settings and 5 points in the 1%
setting. These consistent results demonstrate the effective-
ness of DDeP across datasets and training set sizes.

Both the denoising pretrained and supervised ImageNet-
21K pretrained models benefit from increasing the size of
the decoder. However, this is not the case for the randomly
initialized models. On all of the datasets, increasing the size
of the decoder generally leads to a reduction in performance
of training from random initialization (Tables 1, 3, 4). Our
results emphasize the importance of pretraining for model

Table 4. ADE20K mIoU (%) on the VALIDATION set for labeled
examples varied from 100% to 1% of the original TRAIN set. Su-
pervised indicates ImageNet-21K pretraining of the backbone

Decoder 100% 20% 10% 5% 1%
Method width (20,210) (4,042) (2,021) (1,010) (202)

No pretraining 1× 20.32 6.35 4.55 3.30 2.10
Supervised 1× 48.43 39.40 22.25 10.05 4.85
DDeP 1× 48.63 40.71 33.40 23.03 9.06

No pretraining 3× 18.64 6.48 4.55 3.17 1.95
Supervised 3× 48.40 39.86 30.82 16.34 6.56
DDeP 3× 48.92 41.17 36.14 28.49 13.23
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Figure 6. Performance on ADE20k dataset (with a default 1×
decoder) as a function of fraction of labeled data available.

scaling and the impact of finding the right pretraining strat-
egy.

In Table 5, we train a standard U-Net with a ResNet50
encoder with DDeP on Pascal Context. DDeP outperforms
the supervised baseline in all settings showing that our
method generalizes beyond transformer architectures.

Table 5. Performance of a UNeT with a simple ResNet50 back-
bone on Pascal Context

Method Decoder wd. 100% 20% 10% 5% 1%

No pretraining 1× 19.01 8.46 6.72 5.30 2.73
Supervised 1× 45.21 24.55 19.27 14.97 6.09
DDeP 1× 46.07 30.38 26.39 21.12 9.63

4.5. Ablation studies
We perform ablation studies on the Cityscapes and Pas-

cal Context datasets to investigate the impact of various hy-
perparameters in the denoising pretraining setup.

4.5.1 Random noise levels
The denoising diffusion models, which inspire our work
learn to reverse a diffusion process iteratively starting from
pure white noise and ending at a clean image. In practice,
these models are trained to denoise images corrupted with
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Table 6. Comparison of fixed value of σ with uniform sampling of
σ in the interval [0.2, 0.3] on Pascal Context. Labeled examples
are varied from 100% to 1% of the original TRAIN set, and mIoU
(%) on the VALIDATION set is reported

Decoder 100% 20% 10%
Method width (4,998) (1,000) (500)

DDeP σ ∼ U(0.2, 0.3) 3× 59.71 52.53 49.23
DDeP σ = 0.2 3× 59.97 53.36 49.84
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Figure 7. Effect of σ on downstream performance.

noise of a randomly sampled intensity according to a noise
schedule. We therefore investigate this approach for repre-
sentation learning. We randomize the choice of σ during
pretraining and report the downstream semantic segmenta-
tion performance in Table 6. We use σ sampled uniformly at
random between 0.2 and 0.3. Interestingly, we find that this
strategy does not result in a performance boost in any of the
settings, suggesting that simple denoising at a fixed noise
scale is sufficient to learn useful image representations.

4.5.2 Impact of gamma
We pretrain the decoder on Pascal context and ADE20k and
vary the value of σ. Figure 7 presents the results. We find
that values of σ closer to 0 (less noisy images) perform bet-
ter than higher values of σ. As shown in Figure 4, this level
of noise is not very significant, but to perform this denois-
ing task well, the model may still need to learn to identify
object textures and edges.

4.5.3 Length of pretraining

Given the abundance of unlabeled data, in most settings, un-
supervised pretraining is limited primarily by the time spent
and the maximum quality of representations attainable with
the method. We therefore test downstream performance as
a function of pretraining duration and learning rate. We
find that longer denoising pretraining consistently results in
better downstream performance (Figure 8). This suggests
that the performance of denoising pretraining is currently
limited by time and compute, rather than an intrinsic limit
of the quality of the learned representations. Accordingly,
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Figure 8. Effect of length of pretraining duration on downstream
performance.

increasing the learning rate improves performance up to a
point, but pretraining becomes unstable for excessive learn-
ing rates.

4.5.4 Denoising pretraining objective

In Eq. (4) our denoising objective function predicts the
noise vector ε rather than the noiseless image x. We com-
pare these two settings in Table 7 and find that predicting
the noise is superior for both Pascal Context and ADE20K
datasets.

Table 7. Compare noise prediction with image prediction

Method Decoder width Pascal Context ADE20k

Predict x 1× 57.91 47.41
Predict ε 1× 58.77 48.37

5. Conclusion
Inspired by the recent popularity of diffusion probabilis-

tic models for image synthesis, we investigate the effective-
ness of these models in learning useful transferable repre-
sentations for semantic segmentation. Surprisingly, we find
that pretraining a semantic segmentation model as a denois-
ing autoencoder leads to large gains in semantic segmen-
tation performance, especially when the number of labeled
examples is limited. We build on this observation and pro-
pose a two-stage pretraining approach in which supervised
pretrained encoders are combined with denoising pretrained
decoders. This leads to consistent gains across datasets and
training set sizes, resulting in a practical approach to pre-
training. Given these results, it is interesting to explore
other types of corruption beyond simple Gaussian noise and
study denoising pretraining on a single large and diverse
unlabelled dataset of natural images. It is also interesting
to explore the use of denoising pretraining for other dense
prediction tasks.
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Stacked denoising autoencoders: Learning useful represen-
tations in a deep network with a local denoising criterion.
JMLR, 2010. 3, 4

[93] Huiyu Wang, Yukun Zhu, Hartwig Adam, Alan L. Yuille,
and Liang-Chieh Chen. Max-deeplab: End-to-end panop-
tic segmentation with mask transformers. arXiv preprint,
2020. 3

[94] Huiyu Wang, Yukun Zhu, Bradley Green, Hartwig Adam,
Alan Yuille, and Liang-Chieh Chen. Axial-Deeplab: Stand-
alone axial-attention for panoptic segmentation. ECCV,
2020. 3

[95] Xiaolong Wang, Ross B. Girshick, Abhinav Gupta, and
Kaiming He. Non-local neural networks. CVPR, 2018. 3

[96] Xinlong Wang, Rufeng Zhang, Chunhua Shen, Tao Kong,
and Lei Li. Dense contrastive learning for self-supervised
visual pre-training. CVPR, 2021. 3

[97] David Yarowsky. Unsupervised word sense disambiguation
rivaling supervised methods. 33rd annual meeting of the
association for computational linguistics, pages 189–196,
1995. 2

[98] Sangdoo Yun, Dongyoon Han, Seong Joon Oh, Sanghyuk
Chun, Junsuk Choe, and Youngjoon Yoo. Cutmix: Regu-
larization strategy to train strong classifiers with localizable
features. CVPR, 2019. 2

[99] Richard Zhang, Phillip Isola, and Alexei A. Efros. Colorful
image colorization. ECCV, 2016. 3

[100] Richard Zhang, Phillip Isola, and Alexei A. Efros. Split-
brain autoencoders: Unsupervised learning by cross-
channel prediction. 2017 IEEE Conference on Computer
Vision and Pattern Recognition (CVPR), pages 645–654,
2017. 3

[101] Yuxuan Zhang, Huan Ling, Jun Gao, Kangxue Yin, Jean-
Francois Lafleche, Adela Barriuso, Antonio Torralba, and
Sanja Fidler. Datasetgan: Efficient labeled data factory with
minimal human effort. CVPR, 2021. 2

[102] Xiangyu Zhao, Raviteja Vemulapalli, P. A. Mansfield, Bo-
qing Gong, Bradley Green, L. Shapira, and Ying Wu. Con-
trastive learning for label-efficient semantic segmentation.
ArXiv, abs/2012.06985, 2020. 5

[103] Sixiao Zheng, Jiachen Lu, Hengshuang Zhao, Xiatian Zhu,
Zekun Luo, Yabiao Wang, Yanwei Fu, Jianfeng Feng, Tao
Xiang, Philip H.S. Torr, and Li Zhang. Rethinking seman-
tic segmentation from a sequence-to-sequence perspective
with Transformers. arXiv preprint, 2020. 3

[104] Yuanyi Zhong, Bodi Yuan, Hong Wu, Zhiqiang Yuan, Jian
Peng, and Yu-Xiong Wang. Pixel contrastive-consistent
semi-supervised semantic segmentation. ICCV, 2021. 2,
3, 6

[105] Bolei Zhou, Hang Zhao, Xavier Puig, Sanja Fidler, Adela
Barriuso, and Antonio Torralba. Semantic understanding of
scenes through the ade20k dataset. International Journal of
Computer Vision, 127:302–321, 2018. 5

[106] Yi Zhu, Zhongyue Zhang, Chongruo Wu, Zhi Zhang, Tong
He, Hang Zhang, R Manmatha, Mu Li, and Alexander
Smola. Improving semantic segmentation via self-training.
arXiv:2004.14960, 2020. 3

[107] Barret Zoph, Golnaz Ghiasi, Tsung-Yi Lin, Yin Cui, Hanx-
iao Liu, Ekin D Cubuk, and Quoc V Le. Rethinking pre-
training and self-training. arXiv:2006.06882, 2020. 2, 3

[108] Yuliang Zou, Zizhao Zhang, Han Zhang, Chun-Liang Li,
Xiao Bian, Jia-Bin Huang, and Tomas Pfister. PseudoSeg:
Designing pseudo labels for semantic segmentation. ICLR,
2021. 2, 3, 6

4186


