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Abstract

Due to the high human cost of annotation, it is non-
trivial to curate a large-scale medical dataset that is fully
labeled for all classes of interest. Instead, it would be con-
venient to collect multiple small partially labeled datasets
from different matching sources, where the medical images
may have only been annotated for a subset of classes of in-
terest. This paper offers an empirical understanding of an
under-explored problem, namely partially supervised multi-
label classification (PSMLC), where a multi-label classifier
is trained with only partially labeled medical images. In
contrast to the fully supervised counterpart, the partial su-
pervision caused by medical data scarcity has non-trivial
negative impacts on the model performance. A potential
remedy could be augmenting the partial labels. Though vic-
inal risk minimization (VRM) has been a promising solution
to improve the generalization ability of the model, its ap-
plication to PSMLC remains an open question. To bridge
the methodological gap, we provide the first VRM-based
solution to PSMLC. The empirical results also provide in-
sights into future research directions on partially supervised
learning under data scarcity.

1. Introduction

Fueled by the joint development of theories [5, 16, 28]
and hardware, deep learning has led to a significant leap in
computer-aided diagnosis, reaching or even outperforming
human-level performance [27]. As a data-driven method,
DL models tend to require large-scale fully labeled images
for supervised training. However, this is largely infeasible
for many medical vision tasks due to high annotation costs,
which gives rise to emerging research interests on partially
supervised learning (PSL) [9, 12, 14, 15, 25, 29, 34, 37, 38].
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Figure 1. (a) and (b) are two golden retrievers from ImageNet [7].
(c) and (d) are two chest X-ray (CXR) images from ChestX-
ray14 [33]. In contrast to object-centric images, CXR images have
multiple objects of semantic interests (e.g. organs).

Given a set of classes of interest, it is challenging to prepare
a large dataset with all classes of interested annotated. In-
stead, it is more practical to source multiple relevant but
partially labeled datasets, where each dataset is only an-
notated for a true subset of classes of interests. This can
be interpreted from the perspective of multi-task learning
(MTL) [2], where the task of interest can be decomposed
into multiple sub-tasks.

Existing PSL studies [12, 14, 15, 25, 29, 34, 37, 38] tend
to assume that large-scale partially labeled or even fully
labeled data are available when designing the algorithms.
However, this is infeasible in many specific scenarios, espe-
cially in the medical domain, where data scarcity has been
a topic of active research. Dong et al. [9] first proposed to
use data augmentation to mitigate the data scarcity in par-
tially supervised semantic segmentation, where vicinal risk
minimization (VRM) [3] is adopted to generate vicinal fully
labeled image-label pairs with only partially labeled data.
Though how to address the data scarcity issue of partially
supervised multi-label classification (PSMLC) remains an
open question, inspired by [9], we make a concrete first step
towards it with VRM.

Various VRM-based data augmentation techniques [19,
20, 26, 31, 35, 36] have been designed to improve the gen-
eralization ability of a standard multi-class classifier trained
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(a) Input 1 (b) Input 2 (c) MixUp [36] (d) CutMix [35] (e) ResizeMix [26] (f) PuzzleMix [20]

Figure 2. Illustration of state-of-the-art VRM methods on CXR images. First Row: Two CXR images are visually similar. Second Row:
Two CXR images are visually different. The mixing ratio λ is 0.75 for all four methods displayed. Firstly, compared with MixUp [36],
CutMix [35], ResizeMix [26], and PuzzleMix [20] generate less perceptually comfortable vicinal images (i.e. they do not look like real
CXR images). Secondly, CutMix, ResizeMix, and PuzzleMix ignore the human structure similarity. Last but not least, in an MLC problem
scenario, the vicinal images generated by CutMix, ResizeMix, and PuzzleMix might discard potential region of interests. For example, if
the diseased region for the first input lies in the bottom right part of the CXR image, this might not be reflected in the vicinal images. In
this work, we will focus on MixUp.

on general object-centric images (e.g. Fig. 1). The first chal-
lenge is to generate vicinal images. Though many of these
methods [20, 26, 35] have reported state-of-the-art perfor-
mance in multi-class classification tasks on general images,
they tend to generate less meaningful vicinal images than
MixUp [36] in the medical domain. This phenomenon is
due to the fact that these methods are designed for object-
centric images where the mixing process can potentially
keep the semantic information of interest. As illustrated
in Fig. 2, the vicinal images generated by CutMix [35], Re-
sizeMix [26], and PuzzleMix [20] can not utilize human
structure similarity [8–10] or preserve the region of inter-
ests (e.g. the infectious regions) for medical images with
multiple objects. As a comparison, MixUp shows robust
visual performance over the other variants. Thus, we use
MixUp to generate vicinal images in this work. The second
challenge is to generate vicinal labels. The existing VRM
methods are only designed for fully labeled data. Due to
partial supervision, there are missing labels. That is to say,
while we can randomly sample two images to generate a
vicinal image with MixUp, we can not define the corre-
sponding vicinal label with missing labels, which is deemed
as the major bottleneck of applying VRM to PSMLC.

While previous efforts [12] have been made to under-
stand PSMLC with large-scale benchmark datasets from the
perspective of label propagation [39], the problem formula-
tion of data scarcity in this study differentiates our contribu-
tions from [12]. According to [9], VRM has shown unpar-
alleled robustness in partially supervised semantic segmen-
tation with only small-scale data. Motivated by this, we aim
to leverage VRM to tackle PSMLC with data scarcity. In-

spired by the principle of maximum entropy (PME) [18],
we propose a simple yet robust MixUp-based method for
PSMLC, which can efficiently improve the model perfor-
mance with only access to partial labels. We evaluate the
proposed method via a set of controllable experiments on
ChestX-ray14 [33], a public multi-label CXR dataset of tho-
racic conditions. In addition to providing initial empirical
insights into PSMLC, we also validate that self-supervised
pre-training [4] can further improve the model performance
together with the proposed method.

Our main contributions can be summarized as follows:

1. This is the first study of partially supervised multi-
label classification (PSMLC) under data scarcity in the
medical domain.

2. We adapt VRM to PSMLC and propose a simple yet
robust PME-based technique to improve the model
performance with only scarce partially labeled medi-
cal images.

3. The experimental results show initial empirical in-
sights into future research directions on PSL under
data scarcity.

2. Related Work
Partially Supervised Learning. Apart from [12], which
provides an empirical understanding of PSMLC with large-
scale general images (e.g. PASCAL VOC [13] and MS
COCO [22], the major breakthroughs in PSL lie in the field
of multi-organ or multi-structure segmentation on medical
images [9,14,15,25,29,34,37,38]. Gonzalez et al. [15] first
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showed that, by only backpropagating the cross-entropy
from the labeled part, the performance of multi-structure
segmentation with sufficiently large-scale partially labeled
data could be competitive with the performance of the fully
supervised counterpart. However, in practice, it is unlikely
to collect or curate a large amount of partially labeled data,
i.e. only small-scale partially labeled datasets are available.
Zhou et al. [38] proposed to utilize a fully labeled set to
learn image priors. However, the fully labeled set might
be difficult to acquire in practice. Shi et al. [29] proposed
an exclusion loss for mutually exclusive classes, which can
not be used in MLC. Closely related to our work, Dong et
al. [9] proposed to mitigate the data scarcity based on VRM.
In contrast to this work, [9] requires that the classes of in-
terest to be mutually exclusive, while our work is the first
study on PSMLC.

Vicinal Risk Minimization. Zhang et al. [36] first pro-
posed MixUp, a VRM-based data augmentation method in
the input space by mixing two random images and the cor-
responding labels by convex interpolation. This idea has
been further extended by many variants. For example, Cut-
Mix [35] (Fig. 2d) replaces a random patch of the first image
with a patch from the second image cropped at the same lo-
cation. ResizeMix [26] (Fig. 2e) takes one step further by
replacing a random patch of the first image with the resized
second image. PuzzleMix [20] (Fig. 2f) could be viewed
as a generalization of CutMix, where the locations of the
random patches are determined by saliency. As discussed
in Sec. 1, these variants of MixUp are not suitable for MLC
or PSMLC tasks.

3. Preliminaries
MixUp. Let (xi, yi) and (xj , yj) be two image-label pairs
randomly sampled from the training set S = {(xi, yi)}ni=1.
Here, x ∈ RH×W×C is an image and y ∈ RK is considered
as a one-hot encoded binary vector, where there are K (mu-
tually exclusive) classes of interest. The vicinal image-label
pair (x̃, ỹ) is defined as

x̃ = λxi + (1− λ)xj

ỹ = λyi + (1− λ)yj
(1)

where λ ∼ Beta(α, α) for α ∈ (0,∞). From the perspec-
tive of MTL, a K-class MLC task could be decomposed into
K binary classification tasks, where MixUp can be applied.

Weighted Loss. To combat class imbalance, the weighted
binary cross-entropy (BCE) loss is commonly adopted in
MLC. Given an image-label pair (x, y), we use yi to denote
the ith entry of y. We have

L(x, yi) =− w+y
i log p(yi = 1|x)

− w−(1− yi) log p(yi = 0|x),
(2)

where w+ = n−
n++n−

and w− = n+

n++n−
with n+ and n−

the number of positive and negative cases for the ith class
respectively.

4. Partially Supervised Multi-Label Classifica-
tion

4.1. Problem Formulation

Without loss of generality, given a small-scale training
set S = {(xi, yi)}ni=1, we define that, for each image-label
pair (x, y), at least one entry of y is missing, i.e. x is par-
tially labeled, and for each class of interest, there are both
positive and negative cases labeled. Given a model fθ, the
goal of PSMLC is to maximize the prediction accuracy of
fθ with only limited partially labeled data.

4.2. MixUp with Partial Labels

Now, we will explore how to adapt MixUp to PSMLC.
For simplicity, we illustrate with an example of K=2.
Again, (xi, yi) and (xj , yj) are two image-label pairs.
where yi and yj are partial labels. There are two cases.

4.2.1 Locally Full Supervision

In the first case, yi and yj have partial labels for the same
class, e.g. yi = [?, y2i ] and yj = [?, y2j ], where ? denotes the
missing label for the 1st class and y2i ∈ {0, 1}, y2j ∈ {0, 1}.
Obviously, Eq. (1) still holds if we only consider the 2nd

class. Under the interpretation of MTL, we have locally full
supervision over the 2nd class. However, to leverage MixUp
in this case, there will be additional computational cost in
batch-wise sampling, which could be a non-trivial overhead
in practice. A trivial solution is to decompose a PSMLC
problem into multiple binary classification problems. How-
ever, when K is large, this strategy will be inefficient as it
does not utilize MTL.

4.2.2 Globally Partial Supervision

We are more interested in the second case, where yi and yj
have partial labels for different classes, e.g. yi = [?, y2i ] and
yj = [y1j , ?]. In fact, in a partially labeled dataset, the ma-
jority of randomly sampled pairs will fall in this case, which
is also the major bottleneck of PSMLC. Similar to [9], we
aim to transform PSMLC into fully supervised MLC. How-
ever, [9] defines the vicinity distribution [3] by utilizing hu-
man structure similarity, which is infeasible for PSMLC.
Instead, we regularize the vicinity distribution by a simple
probability trick.

The principle of maximum entropy (PME) [18] was first
proposed in 1950s. With limited prior knowledge over the
unknown true distribution, PME defines the vicinity dis-
tribution with the largest entropy. Concretely, for the kth
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Figure 3. Illustration of MixUp based on PME with two CXR
images with 3 classes of interest. For full labels, Eq. (1) can be
directly applied. For partial labels, Eq. (3) is only applied for the
classes where the first image has no missing labels.

class, assume only xi has the partial label (e.g. yki = 1) and
xj has missing label (ykj ←?), without any prior knowledge
about xj , we define ŷkj = 0.5, i.e. considering ykj as an
independent system with two possible states, discrete uni-
form distribution leads to the largest entropy. We define the
vicinal label as

x̃ = λxi + (1− λ)xj

ỹk = λyki + (1− λ)ŷkj
(3)

where λ ∼ Uniform(αk, 1) and 0.5 ≤ αk < 1 is a hy-
perparameter. Note, we use αk instead of α as the choice
of αk can be dependent on the kth class. This is different
from MixUp-based methods [19, 20, 26, 31, 35, 36] that are
designed for multi-class classification tasks. We will give
more details of this design in Sec. 5.2. Though Eq. (3) has
a similar format to Eq. (1), we want to highlight a few dif-
ference: (a) xi should have locally full supervision for the
kth class (e.g. yki =1); (b) λ is required to be larger than
0.5 for the known example (xi in this case). As we are
certain about yki , there are only two possible states for ykj ,
i.e. ykj=1 or ykj=0. It can be inferred that if yki =1, we
have 0.75 < ỹk = 0.5 + 0.5λ < 1; if yki = 0, we have
ỹk = 0.5(1−λ) < 0.25. Clauses (a) and (b) ensure that
the generated vicinal label ỹk has a logically reasonable la-
bel distribution. An illustrative comparison between MixUp
and the proposed method is presented in Fig. 3.

Relationship with Noisy Labels Learning from noisy la-
bels [23] has been a seminal strategy in utilizing unla-
beled data over the past decade [39]. Here, we define
the noisy labels as the pseudo labels that are automatically
generated by the algorithms for the unlabeled data. This
strategy has shown state-of-the-art performance in semi-
supervised learning benchmark tasks [30]. The problem
of interest shares a similar problem formulation with semi-
supervised learning, where unlabeled data exist. However,
the proposed method differs from semi-supervised learning

in three aspects. First, instead of learning the pseudo labels,
we generate the pseudo labels by PME. That means, the
proposed method is computationally efficient. Second, es-
sentially, the proposed method is a data augmentation tech-
nique, which simultaneously augments the base image (xi

in Eq. (3)) and adds noise to the base label (yki in Eq. (3)). In
fact, adding noise to the ground truth labels has been shown
as an effective method to improve the model robustness and
generalization ability [32]. Last but not least, the gener-
ated pseudo labels (ỹk) are logically reliable. As shown
in [9], semi-supervised learning-based noisy labels might
not be reliable if there are not enough labeled data to learn
the model. In the problem of formulation, we focus on a
data scarcity situation. Thus, a semi-supervised learning
approach is not feasible.

4.3. Training Strategy

For fully labeled images, the linear combination
in Eq. (1) can be performed efficiently with batch-wise pro-
cessing, as shown in [36]. However, it requires additional
computational cost to sample two image-label pairs. First,
we have to decompose the task into K binary classifica-
tion sub-tasks, which gives up the formulation of MTL and
increases the number of forward and backward passes in
the optimization process. Second, when sampling a pair,
we need to make sure that two images are partially labeled
for the same class of interest. Third, when K is large, two
image-label pairs can have both locally full supervision and
globally partial supervision. To fully utilize the advantages
of random sampling in stochastic gradient descent, we need
to efficiently implement Eq. (1) and Eq. (3) simultaneously
in the batch processing.

To solve the above issues, we present a computation-
efficient implementation for batch-wise training with only
8 lines of PyTorch code, shown in Listing 1.1

1 # x1, x2: batch of images, [B, 3, H, W]
2 # y1, y2: batch partial labels where the missing
3 # entries are filled with 0.5, [B, K]
4 # alpha: hyperparameter
5 # model: neural network
6 # criterion: loss function with reduction=’none’
7 lam = numpy.random.uniform(alpha, 1)
8 mask = y1 != 0.5
9 x = lam * x1 + (1. - lam) * x2

10 y = lam * y1 + (1. - lam) * y2
11 loss = (criterion(model(x), y) * mask).mean()
12 optimizer.zero_grad()
13 loss.backward()
14 optimizer.step()

Listing 1. Batch-wise training in PyTorch.

We also provide a concrete example for a better illus-
tration of the mechanism behind our implementation. Let

1For simplicity, we use the same value of alpha for different classes
to illustrate the main concept of the proposed method.
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y1 = [1, ?, 0, ?] and y2 = [1, 1, ?, ?] be two label vec-
tors with missing labels (i.e. K = 4). Given an arbi-
trary λ ∼ Uniform(0.5, 1) (say λ = 0.75), a step-by-step
demonstration of Listing 1 is provided in Tab. 1.

Step y1 y2 mask
– [1, ?, 0, ?] [1, 1, ?, ?] –

Fill ? [1, 0.5, 0, 0.5] [1, 1, 0.5, 0.5] –with 0.5
Get [1, 0.5, 0, 0.5] [1, 1, 0.5, 0.5] [1, 0, 1, 0]mask
Get [1, 0.625, 0.25, 0.5] [1, 0, 1, 0]
ỹ

Table 1. A step-by-step demonstration of Listing 1. After getting ỹ
with Eq. (1) (or Eq. (3)) with λ = 0.75, the BCE losses for K = 4
classes are computed following Eq. (2). However, only the BCE
losses of the first and the third classes will be back-propagated as
the BCE losses of the second and the fourth classes are zeroed out.

5. Experiments
5.1. Experimental Setup

Baselines. We consider four models in our experiments,
where the four models share the same network backbone.
The first one is a standard MLC model where the missing la-
bels are ignored in the backpropagation [15]. We denote this
model as vanilla. For the second model, we apply MixUp
in a locally full supervision fashion to train an MLC model,
where Eq. (1) is applied as described in Sec. 4.2.1. Follow-
ing [36], we set α = 1. We use the default valThe second
baseline is denoted as MixUp. The third model is the pro-
posed PME-based MixUp variant. Note, the third model is
a unification of locally full supervision and globally partial
supervision, where Eq. (1) and Eq. (3) are efficiently inte-
grated (as shown in Sec. 4.3). For simplicity, we denote the
proposed method as MixUp-PME. To understand the im-
pact of PSMLC under data scarcity, we present the fourth
model, which is the same MLC model trained with full la-
bels. We denote this model as Oracle.

Data. We use the ChestX-ray14 [33] public multi-label
dataset of thoracic conditions,2 and adopt its default batch
splits to ensure reproducibility. We use the first 1000 CXR
images of the first batch as the training set and the second
1000 CXR images of the first batch as the test set. For sim-
plicity, we illustrate the proposed method with a simple case
that each image is only labeled for one class. We generate
the partially labeled datasets by choosing 4 most common
diseases among 14 identified conditions (i.e. K = 4), which
are infiltration, effusion, atelectasis, and nodule.

2https://nihcc.app.box.com/v/ChestXray-NIHCC

Figure 4. Label statistics of positive cases for the partially labeled
training set and fully labeled test set.

Implementation. Following the setup of [27], we use
DenseNet121 [17] as the network backbone. We minimize
the weighted loss (Eq. (2)) by using a standard Adam opti-
mizer [21] with fixed learning rate 10−3 and batch size 64.
In the inference phase, we use 0.5 as the default threshold
for the predicted probability score. We train all the base-
lines for 30 epochs and report the best mean F1-score for
each baseline, where

F1 = 2
precision ∗ recall
precision+ recall

, (4)

i.e. the harmonic mean of precision and recall. We run
each experiments for three times with different random
seeds. All experiments are conducted in PyTorch [24] on
an NVIDIA Tesla V100. Note, the traditional data augmen-
tation that manipulates the image space does not directly
solve the partial supervision problem [9]. Thus, for a fair
comparison, we do not involve any traditional data aug-
mentation. All CXR images are resized to a fixed size of
224×224. As a pre-processing step, instance normaliza-
tion [6] is performed on each CXR image:

x̂ij =
xij − µ(x)

σ(x)
, (5)

where x is an image, x̂ is the normalized image, (i, j) is the
position of the pixel, and µ and σ are the mean and standard
deviation of the pixels of x.

5.2. Empirical Analysis

To provide a comprehensive understanding of the prob-
lem of interest, we consider a simple situation in the first
experiment. The training set is equally split into 4 subsets,
where each subset only contains labels for one class. The la-
bel distributions of the partially labeled training set and the
fully labeled test set are summarized in Fig. 4. In this exper-
iment, we use the same value of α for different classes. The
numerical results for four models are presented in Tab. 2,
where we report the mean F1-score for four classes. For
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Model Infiltration Effusion Atelectasis Nodule Average
vanilla 0.3031 0.1807 0.1807 0.0704 0.1837
MixUp 0.2959 0.1701 0.1682 0.0707 0.1762

MixUp-PME 0.2949 0.1327 0.1584 0.2151 0.2002
AMP 0.3034 0.1894 0.1889 0.0788 0.1901

Oracle 0.3547 0.1710 0.1739 0.0699 0.1924

Table 2. Performance comparison for PSMLC. In the training set, each CXR image is only partially labeled for one class.

Figure 5. Sensitivity of MixUp-PME to α for different classes.

MixUp-PME, we report the performance of α = 0.75 in
Tab. 2, which gives the highest mean F1-score. The com-
plete results of MixUp-PME under different values of α are
depicted in Fig. 5. Based on Tab. 2 and Fig. 5, there are
four empirical findings. First, an MLC model trained with
full labels might not outperform the one trained with partial
labels. Second, MixUp might not improve the performance
of PSMLC. Third, MixUp-PME can significantly improve
the performance of the class(es) under extreme class imbal-
ance. Fourth, the performance of MixUp-PME is sensitive
to the value of α.

Adaptive MixUp-PME. We notice an interesting phe-
nomenon in Fig. 5: while effusion achieves higher per-
formance with smaller α, atelectasis and nodule tend to
achieve higher performance with larger α. Intuitively, a
MLC task can be decomposed into K different sub-tasks.
It can be seen in Fig. 5 that the highest F1-score that can
be achieved by MixUp-PME for each class is higher than
the counterpart achieved by vanilla.3 This means that, de-
pending on the class imbalance situation and difficulty of
the sub-task, α could be adaptive to different classes to im-
prove the overall MTL performance. Thus, a reasonable
hypothesis is each sub-task should have an independent α.
To validate this hypothesis, we repeat the experiment of
MixUp-PME with the suitable values of {αk}Kk=1 inferred

3The highest F1-score achieved by MixUp-PME under different values
of α vs. the F1-score achieved by vanilla: 0.3219 vs. 0.3031 (infiltration),
0.2184 vs. 0.1807 (effusion), 0.2261 vs. 0.1807 (atelectasis), 0.2002 vs.
0.0704 (nodule).

Figure 6. Label statistics of positive cases for the partially labeled
training set and fully labeled test set.

from Fig. 5. We denote this adaptive design as Adaptive
MixUp-PME (AMP). The results are shown in Tab. 2, where
AMP outperforms vanilla on all four classes this time. Sur-
prisingly, AMP even outperforms Oracle on three classes.
It is worth mentioning that, in this work, we use the mean
F1-score as the major performance measurement. In prac-
tice, AMP might be preferred than MixUp-PME if the per-
formance of individual class is more important than the av-
erage performance.

Robustness under MTL One limitation of the experi-
ment in Tab. 2 is that only single class is partially labeled
for each image. Under the setup of the first experiment,
MixUp-PME might not be able to fully leverage the advan-
tage of MTL, which is one of advantage of the proposed
method. In the second experiment, we consider a chal-
lenging situation that each CXR image can be labeled for
more than one class. To simulate this situation, for each
class of each image, we randomly generate a binary num-
ber (0 or 1) from a Bernoulli distribution with equal possi-
bilities (i.e. Bernoulli(0.5)). The label distributions of the
simulated partially labeled training set and the fully labeled
test set are summarized in Fig. 6. Note, in the experiment,
MixUp can not be applied anymore as it is difficult to find
two image-label pairs with the same set of labeled classes.
Moreover, under this simulation, CXR images could also
be unlabeled or fully labeled. We set α = 0.75 for MixUp-
PME following the first experiment. The quantitative com-
parison between MixUp-PME and vanilla is presented in
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Model Infiltration Effusion Atelectasis Nodule Average
vanilla 0.3096 0.1341 0.1514 0.0553 0.1626

MixUp-PME 0.3139 0.1717 0.2024 0.0783 0.1916
Oracle 0.3547 0.1710 0.1739 0.0699 0.1924

Table 3. Performance comparison for PSMLC. In the training set, each CXR image could be labeled for multiple classes. MixUp can not
be applied under this situation.

Infiltration Effusion Atelectasis Nodule Average

Exp 1
vanilla 0.3031 0.1807 0.1807 0.0704 0.1837

w/o SSL 0.2949 0.1327 0.1584 0.2151 0.2002
w/ SSL 0.3293 0.1953 0.1948 0.0772 0.1991

Exp 2
vanilla 0.3096 0.1341 0.1514 0.0553 0.1626

w/o SSL 0.3139 0.1717 0.2024 0.0783 0.1916
w/ SSL 0.3478 0.1277 0.2141 0.0912 0.1952

Oracle 0.3547 0.1710 0.1739 0.0699 0.1924

Table 4. Impact of self-supervised pre-training on MixUp-PME. “w/o SSL“ denotes that the model is not pre-trained. “w/ SSL“ denotes
that the model is pre-trained.

Tab. 3. Compared with Tab. 2, the performance of vanilla
is negatively influenced by this challenging experimental
setup. On the contrary, MixUp-PME benefits from MTL
with a huge performance gain. MixUp shows robust per-
formance by outperforming vanilla on all four classes by a
large margin and outperforming Oracle on three classes.

Impact of Unsupervised Pre-Training. Learning trans-
ferable representations from unlabeled data then fine-tuning
with limited labels has been shown as a label-efficient learn-
ing paradigm. We leverage a state-of-the-art self-supervised
learning (SSL) framework SimSiam [4] to pre-train the net-
work backbone and repeat the first experiment above. Here,
we assume additional large-scale unlabeled data are avail-
able. The pre-training is performed on 4 batches of ChestX-
ray14 for 200 epochs.4 We repeat the first and the second
experiments, while this time, the models are initialized with
the pre-trained weights. The results are shown in Tab. 4.
With self-supervised pre-training, MixUp-PME further im-
proves its performance over several classes and outperforms
vanilla by a large margin. We conclude that SSL can be uti-
lized to boost model performance under data scarcity.

6. Limitations and Future Directions

Data Decentralization. A fundamental assumption of
this study is that the training partially labeled datasets can
be collected and stored in a centralized fashion. However,
in practice, especially in the medical domain, the decentral-
ized datasets are stored in different hospitals [11]. Under

4We use the second, the third, the fourth, and the fifth batches as the
pre-training dataset, which contains 104 CXR images in total.

the data regulations, it is not possible to apply MixUp-PME
or AMP without exchanging users’ data. An emerging re-
search direction is federated PSMLC.

Domain Shift. In the experiments, we only consider the
data scarcity and class imbalance. In addition, domain
shift [1] could be a practical problem when collecting
datasets from different sources [8]. The discussion on do-
main shift is left for future work.

Hyperparameters for AMP. In our second experiment,
we choose the set of {αk}Kk=1 based on posterior knowl-
edge on the first experiment. In practice, a similar trick
can be applied to find the suitable values of {αk}Kk=1 on
a small validation set. However, when K is large, this pro-
cess could be troublesome. There is a trade-off between the
performance and computational cost when applying AMP.

7. Conclusion
We present the first study of partially supervised multi-

label classification (PSMLC) under data scarcity, an unex-
plored but practical problem in PSL. We propose a novel
VRM method that is based the principle of maximum en-
tropy. The experimental results show that the proposed
method can be used to mitigate the data scarcity issue of
PSMLC. In the future work, we will explore PSMLC under
more data challenges.
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