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Abstract

Few-shot object detection (FSOD) seeks to detect novel
categories with limited data by leveraging prior knowl-
edge from abundant base data. Generalized few-shot object
detection (G-FSOD) aims to tackle FSOD without forget-
ting previously seen base classes and, thus, accounts for
a more realistic scenario, where both classes are encoun-
tered during test time. While current FSOD methods suffer
from catastrophic forgetting, G-FSOD addresses this limi-
tation yet exhibits a performance drop on novel tasks com-
pared to the state-of-the-art FSOD. In this work, we pro-
pose a constraint-based finetuning approach (CFA) to al-
leviate catastrophic forgetting, while achieving competitive
results on the novel task without increasing the model ca-
pacity. CFA adapts a continual learning method, namely
Average Gradient Episodic Memory (A-GEM) to G-FSOD.
Specifically, more constraints on the gradient search strat-
egy are imposed from which a new gradient update rule is
derived, allowing for better knowledge exchange between
base and novel classes. To evaluate our method, we con-
duct extensive experiments on MS-COCO and PASCAL-
VOC datasets. Our method outperforms current FSOD and
G-FSOD approaches on the novel task with minor degen-
eration on the base task. Moreover, CFA is orthogonal to
FSOD approaches and operates as a plug-and-play module
without increasing the model capacity or inference time.

1. Introduction

Object detection is one fundamental building block for
visual perception systems. Given an image, the class label
and the spatial location are jointly identified for each object.
In recent years, the rise of deep convolutional neural net-
works (CNN) [1] has enabled a wide variety of data-driven
object detectors [2—8], delivering competitive performance.
However, the training of object detectors requires a signifi-
cant amount of labeled images, which are time-consuming
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Figure 1. Performance of FSOD methods in G-FSOD task on MS-
COCO dataset under 10-shot setting. The proposed finetuning ap-
proach, CFA, is applied to various FSOD frameworks, enhancing
their performance in the overall and novel AP. Inference with an
ensemble of base and novel models result in the highest overall
AP but suffer from an increased in computations and inference
time. Inference with a single CFA-finetuned model achieves the
best trade-off between performance and speed.

and labor-intensive to acquire and to label.

Inspired by the human cognitive ability of learning new
concepts with few examples, the few-shot learning (FSL)
paradigm has been introduced to tackle the aforementioned
issues. This is achieved by leveraging prior knowledge from
previous tasks with abundant data to rapidly learn new con-
cepts under a low-data regime. Currently, there are three
different ways to integrate this prior knowledge [9]: (1)
learning a data augmentation to increase the number of data
samples, (2) creating a model that limits the hypothesis
space, or (3) developing an algorithm that enables an ef-
fective exploration of the hypothesis space.

In 2018, Chen et al. [10] introduced the first few-shot
object detection (FSOD) framework. The aim of FSOD
is to adapt object detectors to learn novel categories with
limited data. Since then, a number of progressively en-
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hanced frameworks were introduced, which can be grouped
into two main approaches: meta-learning based and trans-
fer learning based methods. Meta-learning based methods
[11-17] perform an instance-level exemplar search utilizing
a support set of few annotated images. On the other hand,
transfer learning based methods [10, 18-20] utilize the pre-
vious knowledge from the training on the base classes by
finetuning the pre-trained model on the novel classes. Nev-
ertheless, most of the aforementioned approaches have ig-
nored the catastrophic forgetting of the base categories and
have focused on improving the detection performance of the
novel classes. But in many use cases, it is crucial for per-
ception systems to learn new classes while maintaining their
performance on the previously seen ones. For example, in
a pick and place task, a robot should be able to learn new
objects without forgetting how to handle the old ones.

For this purpose, the task of detecting both base and
novel classes, named Generalized Few-Shot Object De-
tection (G-FSOD), was introduced by [18,21]. The two-
stage finetuning approach [18] (TFA) was among the first
to tackle the G-FSOD problem. It jointly finetunes the de-
tector on a balanced set of base and novel classes in a slow
learning setting. In this case, only the classification and box
regression layers are finetuned while keeping the backbone
and the RPN frozen. Although this has resulted in less for-
getting, it limits the performance on novel classes. As a
remedy, Fan ef al. [21] has proposed Retentive R-CNN, a
transfer-learning-based approach that eliminates the forget-
ting of the base classes by utilizing an ensemble of base
and novel models during inference. Although it succeeds in
preventing the performance drop on base classes, the model
capacity is increased along with inference time and mem-
ory. Furthermore, it restricts the knowledge transfer to the
novel task resulting in a lower performance.

Another line of work that shares a similar interest in
alleviating catastrophic forgetting is the continual learn-
ing (CL) paradigm. The key objective of CL methods is
to accumulate knowledge across previous tasks to quickly
learn new ones without forgetting. Following [22], the
three main CL approaches are categorized as replay-based,
regularization-based, and parameter isolation methods. Re-
play methods [23-35] store or generate samples from pre-
vious tasks to be replayed while learning a new task. In
contrast, regularization-based methods [36—41] merely in-
troduce a regularization term to the objective function to
incorporate knowledge from previous tasks without storing
any data. Parameter isolation methods [42—48] assign sep-
arate model parameters to each task eliminating forgetting.
Nonetheless, CL methods have not yet been exploited in the
context of G-FSOD.

Inspired by the CL replay-based methods, this paper pro-
poses a Constrained finetuning Approach (CFA) to allow
better transfer of knowledge between base and novel tasks.

CFA extends a replay-based constrained optimization CL
method, namely Average Gradient Episodic Memory (A-
GEM) [33], to G-FSOD. In A-GEM, catastrophic forget-
ting is considered to occur when the angle between the loss
gradient vectors of previous tasks and the proposed gradi-
ent update for the current tasks is obtuse. Hence, A-GEM
projects the proposed gradients for the current task orthogo-
nal to the previous task gradients in case of violation. How-
ever, starting from the assumption that this may hinder ef-
fective knowledge exchange between tasks in G-FSOD, we
further constrain the objective function deriving a new gra-
dient update rule. Extensive experiments on MS-COCO and
PASCAL-VOC show, that our CFA achieves state-of-the-art
performance in the G-FSOD and FSOD settings (as shown
in Fig. 1).

2. Related Works

Object Detection. There are two main types of ob-
ject detectors: two-stage and one-stage detectors. The for-
mer [2—4] feature a proposal generation stage. In Faster R-
CNN [4], this stage consists of a Region Proposal Network
(RPN), which comprises a three-layer CNN that classifies
and refines the predicted proposals. Next, the proposals are
fed into the classification and localization heads to finally
output the detected objects. On the other hand, one-stage
detectors [5—8] directly classify and localize the objects.

Few-shot Object Detection. FSOD approaches can be
categorized into two groups: transfer learning-based and
meta-learning-based methods. Firstly, the transfer-learning-
based frameworks [10, 18, 19] learn to transfer knowledge
from source categories to novel categories via finetun-
ing. LSTD [10], introduces two regularization modules for
background suppression and constrained knowledge trans-
fer for less confusion on base classes. TFA [18] finetunes
only the box predictor on a small balanced training set con-
taining both base and novel classes along with a cosine simi-
larity based box classifier. MPSR [19] tackles the high scale
variations by generating multi-scale positive samples as ob-
ject pyramids to refine the prediction at multiple scales.
On the other hand, meta-learning-based methods [12—17]
learns-to-learn solving a set of unrelated tasks. The aim is
to perform an exemplar search in the instance level using
only a few annotated images support sets.

Generalized Few-shot Object Detection. G-FSOD
[18,21,49] is an emerging sub-discipline of FSOD focus-
ing on detecting both the base and novel classes. While
TFA [18] attempts to avoid forgetting by finetuning on base
and novel classes, ONCE [49] tackles the problem in an
incremental setting using a meta-learning approach with a
CenterNet [50] detector. The key idea is to meta-learn a
class code generator that incrementally learns to synthesize
a class code to the novel classes. Retentive R-CNN [21]
proposes a transfer-learning-based approach that eliminates
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forgetting on base classes. It leverages the base-trained de-
tector head along with the finetuned detector head to detect
both classes. Similarly, it integrates both the pre-trained
RPN on base classes and another RPN to finetune.
Continual Learning. Recently, continual learning (CL)
paradigms have gained more recognition in various com-
puter vision tasks [22]. Firstly, parameter isolation methods
[42, 44-48] tackle the task-incremental setting, requiring
the task identity during inference. Secondly, regularization-
based methods [36—41] consolidate prior knowledge while
learning the new task by regularizing the model parameters.
Finally, replay methods [23-35] leverages stored samples
from previous tasks [23] or generates pseudo-samples us-
ing a generative model [24]. The forgetting is mitigated by
replaying the samples in a joint training form with the new
task samples. Moreover, constrained methods [32-35] al-
leviate the forgetting of previous tasks by constraining the
optimization of the new task loss. Specifically, gradient
episodic memory (GEM) [32] and average gradient episodic
memory (A-GEM) [33] avoid the joint training between the
new and old tasks by guiding the new task’s optimization
process. Recently, Riemer ef al. [34] has proposed an ex-
perience replay algorithm that utilizes a meta-learning opti-
mization approach. In [35], a selection scheme for storing
necessary samples from previous tasks is proposed.

3. Approach

In this section, the G-FSOD problem is formally in-
troduced. Next, we revisit a continual learning approach,
namely A-GEM [33], and show how it can be integrated
into the context of G-FSOD. Finally, we present our CFA al-
gorithm which extends A-GEM by further constraining the
gradient update on the novel task to foster a mutual knowl-
edge transfer across tasks.

3.1. Problem Formulation

In FSOD and G-FSOD, a dataset is split into a base
dataset D, containing abundant examples of base classes
Cy, and a novel dataset D,, comprising a handful examples
of novel classes C,, (i.e., C, N C, = ¢). Formally, D, =
{ @) |y = {(eb)hes € G} Do = { (wy) |y =
{(ci,b;)},¢; € Cy}, where z € X is an input image, and
y € ) is the corresponding annotation. c¢; and b; are the
class label and bounding box coordinates of each instance ¢
in the image, respectively. The objective of G-FSOD task is
to find a hypothesis i(-) in the hypothesis space that is able
to learn the novel classes without forgetting the previously
seen base classes.

The few-shot training comprises of two stages: base and
novel training. The former trains on C, with abundant ex-
amples whereas the latter leverages only a handful of ex-
amples from C,,. The novel training scheme varies depend-
ing on the task. In FSOD, only a few-shots of C,, are uti-

lized, while in G-FSOD a balanced set from both categories
is used. Although in G-FSOD, the model has the advan-
tage of interacting with the base classes to avoid any perfor-
mance drop, we argue that the few-shots can not perfectly
represent the base data distribution, leading to overfitting
on the limited examples. This has been shown in previous
works [18,21,51], where better performance is achieved on
the base task with degradation on the novel task. In this
work, we seek to bridge the performance gap between G-
FSOD and FSOD. More specifically, we strive to alleviate
the catastrophic forgetting without increasing the model ca-
pacity or hindering novel classes’ performance.

As previously mentioned in Sec. 2, there are two main
approaches of FSOD: finetuning based and meta-learning
based. While finetuning approaches can achieve lower
performance on C, compared to meta-based detectors,
they tend to perform better on C,. Moreover, they of-
fer more flexibility allowing for easier integration into
different detection frameworks. One finetuning method,
namely Retentive-R-CNN [21], has eliminated forgetting
by reusing a frozen RPN and Rol head from the base task;
however, the performance declined on the novel task. To
remedy this issue, we present an alternative finetuning ap-
proach for G-FSOD.

3.2. Revisiting the Gradient Episodic Memory Al-
gorithm

Inspired by the replay-based continual learning (CL) ap-
proaches [32,33], the proposed CFA alters the search strat-
egy to find optimal parameters that lead to a better gener-
alization across tasks. This approach has a two-fold advan-
tage: it does not need any tailored data augmentations or
specific model modifications while being flexible enough to
integrate into various detectors independent of their archi-
tecture. Specifically, CFA regularizes the gradient update
via a subset of the base dataset stored in the episodic mem-
ory, analogous to A-GEM [33].

Episodic memory based approaches [32—35] aim to al-
leviate catastrophic forgetting by maintaining an episodic
memory M, for each task k. Not only do they prevent
the losses of the previous tasks from increasing, but they
also allow their decrease resulting in a positive backward
transfer. Meaning the performance on previous tasks can
be improved while learning new ones. Rather than optimiz-
ing for all the samples in the episodic memory as originally
proposed [32] instead, A-GEM [33] tries to guarantee that
the average episodic memory loss does not increase over a
mini-batch of samples from the episodic memory.

Firstly, we show how A-GEM [33] can be exploited in
the context of G-FSOD. The employed episodic memory
M, stores few-shots K of the base classes that are ran-
domly sampled from Dy, where K is chosen to match the
number few-shots in the novel set D,,. In contrast to the CL
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Figure 2. Overview of the fine-tuning stage with CFA on Faster
R-CNN [4]. Gradients are computed from each mini-batch. CFA
calculates the final gradient update rule which back-propagates on
the unfrozen components.

scheme, we train batch-wise where the data is seen more
than once and is not handled one by one on-the-fly. More-
over, during novel training, the episodic memory is static
meaning that no further samples are added.

The finetuning is then conducted as follows: a mini-
batch is sampled from M, to compute the base gradient,
gp. Then, another mini-batch is sampled from D,, and the
novel gradient, g, is calculated. As defined in [32,33], a
positive knowledge transfer occurs when the angle between
gp and g, is acute. If this constraint is satisfied, g,, is back-
propagated as it is. Otherwise, g,, is projected to a region in
the hypothesis space closer to the base task gradients, dic-
tated by g, before back-propagating on the model.

We formulate the objective function for the G-FSOD task
as follows:

minimizey

E(he(x)a y)
subjectto  L(hg, My) < L(RY, My), ()

where (z,y) € D,,. hj is the pretrained model on Dj,. The
loss function on My is given by:

DS

E(h@,/\/lb) = |
b (zi,yi)EM,

L(ho(zi),yi). ()

L is the overall detection loss function and is defined

in [4] as

L= ['rpn + ['cls + ['regv 3)

where L, is the RPN loss function. L and L,..4 are the
classification and bounding box regression loss.

Analogous to [32, 33], the optimization problem in
Eq. (1) can be reduced to a quadratic programming (QP)
problem in the context of A-GEM as follows:

. 1 -2
minimize;, §\|gn — Gnll5

subjectto g, gy > 0, 4)

where g, is the projected gradient update for the novel task.
Formally, the closed-form A-GEM gradient update rule is
realized as:

g n b

bgb

gn =0gn — * 9b; (5)
which implies that only in case of violation of the A-GEM
constraint, the novel gradient is projected orthogonal to the
base gradient.

3.3. Constraint-based Finetuning Approach for G-
FSOD

Compared to finetuning approaches, A-GEM applied in
the context G-FSOD, provides a better regularization to the
learning process preventing early overfitting. However, we
argue that depending merely on the above mentioned con-
straint might hinder knowledge transfer across tasks, due to
the following reasons: (1) the base gradient is only back-
propagated in case of violation and thus has little influence
during finetuning while learning the novel classes, (2) pro-
jecting the novel gradient orthogonally is too restrictive for
diverse novel feature learning.

Motivated by the aforementioned observations, we pro-
pose to minimize the angle between g; and g, instead of
always projecting g,, orthogonally in case of violation. The
proposed CFA algorithm arises from a joint optimization
problem on both tasks, where a further constraint is inflicted
to account for the performance on base categories. In CFA,
both the novel and base gradients are back-propagated. The
scheme is illustrated in Fig. 2. In case of violation, g, is
projected orthogonally to g, with respect to gy, while gy
is, in turn, projected orthogonally to g, with respect to g,,.
Formally, our proposed constrained optimization problem
is formulated as follows:

e 1 ~ 112 1 ~ 112
minimizeg, g, 5ll9n = Gnll2 + 5195 = oll2
subject to glgb >0,
Gy gn >0, (6)

where g, and §,, denotes the projected gradient update for
the base task and novel task, respectively. Solving the above
constrained optimization problem using the method of La-
grange multipliers, the gradient update rules are derived as
follows:

.

~ In 9b

gn =00 — (2221 g, )
9y 9o
T

g =g~ (22) - gn. ®)
gngn

The formal proof of the aforementioned update rules for
CFA is provided in the supplementary material section.
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(a) Vanilla A-GEM approach.

(b) Intermediate base gradient update.

(c) The proposed gradient update via CFA.

Figure 3. Visualization of the gradient update for vanilla A-GEM and the proposed CFA. In Fig. 3a, we present the novel task gradient
update using the A-GEM where the novel task gradient is projected orthogonally to base task gradient. Fig. 3b shows the the solution for
the proposed constraint where the base task gradient is projected to a right angle with the novel task gradient. Finally, the final gradient

update for the CFA algorithm is shown in Fig. 3c.

Algorithm 1 CFA

1: procedure TRAIN(fyp, Dy, D»)

2 My ~ Dy

3 for nepocn =1, ..., Nepocn do:

4 for (z,,,y»n) in D, do

5: (xb,yb) ~ My

6: 9o < VoL(fo(zs), yp)

7 gn & VoL (fo(xn),yn)

8: if ngb > 0 then

9: g+ %

10: else . .
g 3(0-252) mr 3(1- 52 0
12: end if

13: 0+ 0—ng

14: end for

15: end for

16: return fp

17: end procedure

Instead of performing two gradient updates, a single up-
date rule can be realized by averaging g, and g,,:

1 9 9 1 9y 9n
g=o(1-22) g4 S (1= 25 g )
2 9y b 2 9 In

Eq. (9) can be interpreted as an adaptive re-weighting of
the two gradients g; and g,, that attempts to balance their
contribution during the finetuning stage. The advantage of
the CFA algorithm, as shown in Algorithm 1, is two-fold.
Firstly, the base gradients always contribute to the finetun-
ing stage. Secondly, the algorithm searches for the optimal
direction of back-propagation by re-weighting the contri-
butions of each gradient while keeping the angle between
the last gradient update ¢ and the base gradient g; less than
90°. A visualization of the differences between A-GEM and
CFA gradient update rules is shown in Fig. 3.

4. Experiments

To evaluate our approach, we follow the well-established
G-FSOD benchmarks [18, 21, 51], where experiments on

PASCAL VOC [52] and MS-COCO [53] datasets are con-
ducted. For a fair comparison, we use the same class and
data splits as in previous works [12, 18, 19].

4.1. Experimental setting

PASCAL VOC. The dataset features three different sets,
where each comprises 20 categories. Moreover, the classes
are split randomly into 15 and 5, base and novel classes,
respectively. The data is sampled from both the VOC 2007
and VOC 2012 train/val set for base and novel training. For
testing, the VOC 2007 test set is utilized. The results are
reported for K = 1,2, 3, 5, 10, 30 shots.

MS-COCO. The dataset consists of 80 classes where we
use 60 base categories disjoint with VOC, while the remain-
ing 20 are used as novel classes. During testing, we use the
5k images from the validation set, while the rest is utilized
for training. We report the results for K = 5,10, 30 shots.

Evaluation setting. We consider the G-FSOD evalua-
tion protocol, where a few-shots of the base classes are uti-
lized during novel training. The main aim of G-FSOD is to
assess the overall performance of the base and novel cate-
gories, which is the more practical case for computer vision
tasks. For evaluation metrics, we report AP, bAP, nAP de-
noting the overall, base, and novel mean average precision,
respectively. For PASCAL VOC, only the AP50, bAP50,
and nAP50 are utilized.

Implementation details. We adopt Faster R-CNN [4]
as a primary detection framework using a ResNet-101 [54]
as a backbone and a Feature Pyramid Network (FPN) [55].
The learning rate is set to 0.02 for base training and 0.001
for novel training. We optimize the model with a stochas-
tic gradient descent (SGD) optimizer using a momentum of
0.9 and a weight decay of 0.0001. The batch size is set to
16 across all experiments using 4 Nvidia GeForce 1080Ti
GPUs.

Analogous to TFA [18], we evaluate our method with
a fully-connected base classifier (CFA w/fc) and a cosine
similarity-based box classifier (CFA w/cos). Moreover, we
apply CFA to the state-of-the-art finetuning-based approach
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5 shot 10 shot 30 shot
Methods/Shots | W/E |\, "\ Ap hAP | AP bAP nAP | AP DbAP nAP
FRONTLfl[15] | X | 180 220 60 | 181 210 92 | 186 206 125
TFA w/ fe [15] X 1275 339 84 |279 339 100|297 351 134
TFA w/ cos [1%] X | 281 347 83 | 287 350 100|303 358 137
MPSR [19] x| - - S 1153 170 97 | 171 181 141
DeFRCN [51] X | 287 331 153|306 346 186 | 316 347 225
ONCE [49] X | 137 179 10 | 137 179 12 | - - -

MetaR-CNN*[14] | X | 36 35 38 |54 52 61|78 71 99

FSRW [12] x| - - ; . 56| - - 91
FsDetView* [16] X |59 57 66|67 64 76 |100 93 120
CFA wi fc X | 301 371 90 | 308 37.6 105|319 377 147
GH b/l X | 297 363 98 |303 366 113|317 37.0 156
CFA-DeFRCN X | 301 350 156|314 355 191 | 320 350 23.0
Retentive RCNN [21] | « | 31.5 392 83 | 321 392 105 | 329 393 1338
CFA wi fc 7 | 318 395 88 | 322 395 104 | 332 395 143
CFA w/ cos v | 320 395 96 | 324 394 113|334 395 151
CFA-DeFRCN v/ | 330 389 156|340 390 189 | 349 390 226

Table 1. G-FSOD experimental results for 5,10,30-shot settings on MS-COCO. We report AP, bAP, nAP for all, base, and novel classes,
respectively. w/E denotes whether the ensemble-learning based evaluation protocol of Retentive-RCNN [21] was used. Colored results

represent the best and second-best. **’ represents results reported in [21] and [51]. ’-’ denotes unreported results in the original work.
All Set 1 All Set 2 All Set 3

Methods /Shots | w/E | > 3 5 10 | 1 2 3 5 10 | 1 > 3 5 10
FRCN-ft-full [ 18] X 554 571 568 60.1 609 | 50.1 537 53.6 559 555 | 585 59.1 587 618 608
TFA w/ fc [18] X 69.3 669 703 734 732 | 647 663 677 683 687 | 67.8 689 708 723 722
TFA w/ cos [ 18] X 69.7 682 70,5 734 728 | 655 650 677 680 68.6 | 679 686 710 725 724
MPSR [19] X 56.8 604 628 66.1 690 | 53.1 576 628 642 663 | 552 598 6277 669 67.7
DeFRCN [51] X 73.1 732 737 751 74.4 68.6 698 710 725 715 725 735 7277 741 73.9
Meta R-CNN* [14] X 175 305 362 493 556 194 332 348 444 539 | 203 31.0 412 48.0 55.1
FSRW [12] X 535 502 553 560 595 | 551 542 552 575 589 | 542 535 547 586 576
FsDetView™* [16] X 364 403 40.1 500 553 | 363 437 41.6 458 54.1 37.0 395 407 507 54.8
CFA w/ fc X | 695 682 698 735 743 | 660 669 692 701 7.1 | 677 69.0 709 726 735

CFA w/ cos X | 691 698 719 736 739 | 648 665 683 695 705 | 67.7 697 719 730 735
CFA-DeFRCN X 73.8 746 745 760 744 | 693 714 720 733 720 | 729 739 730 741 74.6
Retentive R-CNN [21] v 71.3 723 721 740 746 | 66.8 684 702 70.7 71,5 | 69.0 709 723 739 74.1
CFA w/ fc v/ | 703 695 710 744 749 | 670 680 702 708 715 | 69.1 701 71.6 733 747
CFA w/ cos v 714 71.8 733 749 750 | 66.8 684 704 71.1 719 | 69.7 712 726 740 74.7
CFA-DeFRCN v 75.0 760 768 773 773 | 704 727 737 747 742 | 747 755 750 762 76.6

Table 2. G-FSOD experimental results for 1,2,3,5,10-shot settings on the three all sets of Pascal VOC (AP50). w/E denotes whether the
ensemble-learning based evaluation protocol of Retentive-RCNN [21] was used. Colored results represent the best and second-best. **’
represents results reported in [21] and [51].

DeFRCN [51], referred to as CFA-DeFRCN, and we follow where detections from DET, (with added 0.1 bonus) are

the original hyperparameters of the paper. Unlike CFA w/fc
and CFA w/cos, CFA-DeFRCN does not employ an FPN,
analogous to the baseline DeFRCN.

Retentive R-CNN [21] has introduced a model-growth
based evaluation protocol where the base RPN (RPNj) and
base detector (DET)}) are leveraged during inference along
with the finetuned novel RPN (RPN,,) and the novel de-
tector (DET,,). Specifically, proposals are generated from
RPN, and RPN,, based on maximum objectness score, con-
currently. Next, the proposals are fed to DET; and DET,,

enouraged for Cp, via a non-maximum suppression. For fair
comparison, we further evaluate our methods (CFA w/fc,
CFA w/cos, and CFA-DeFRCN) using the aforementioned
evaluation protocol, similar to Retentive-RCNN [21]. Both
evaluation protocols are illustrated in the supplementary
materials.

4.2. Comparison Experiments

We perform quantitative comparisons against both
transfer-learning [18, 19,21, 51] and meta-learning [12, 14,
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Novel Set 1 Novel Set 2 Novel Set 3

Methods /Shots | w/E |, 2 3 5 10 | 1 2 3 5 10 | 1 2 3 5 10
FRCN-ft-full [18] X 152 203 290 255 287 | 134 206 28.6 324 388 | 19.6 20.8 287 422 421
TFA w/ fc [18] X 36.8 29.1 43,6 557 570 | 182 29.0 334 355 39.0 | 27.7 33,6 425 487 502
TFA w/ cos [18] X 39.8  36.1 447 557 56.0 | 235 269 341 351 39.1 | 30.8 348 428 495 4938
MPSR [19] X 428 43,6 484 553 612 | 298 28.1 41.6 432 47.0 | 359 40.0 437 489 513
DeFRCN [51] X 570 586 643 678 67.0 | 35.8 427 51.0 544 529 | 525 56.6 558 60.7 62.5
Meta R-CNN* [14] X 16.8  20.1 20.3 38.2 437 7.7 12.0 149 219 31.1 9.2 139 262 292 362
FSRW [12] X 148 155 267 339 472 | 157 153 227 30.1 392 | 192 21.7 257 40.6 413
MetaDet [13] X 189 20.6 30.2 36.8 49.6 | 21.8 23.1 27.8 31.7 43.0 | 206 239 294 439 441
FsDetView* [16] X 254 204 374 361 423 | 229 21.7 226 256 292 | 324 19.0 298 332 3938
CFA w/ fc X 40.0 355 409 541 569 | 222 27.1 352 385 409 | 29.7 351 395 472 513
CFA w/ cos X 412 43,6 495 565 573 | 213 274 353 39.1 421 | 31.7 391 446 499 526
CFA-DeFRCN X 582 633 658 689 67.1 | 371 455 513 552 538 | 547 578 569 60.0 63.3
Retentive R-CNN [21] v 424 458 459 537 56.1 | 21.7 278 352 37.0 403 | 302 37.6 430 49.7 50.1
CFA w/ fc v 390 349 414 548 57.0 | 21.8 26.1 353 37.1 40.1 | 299 343 40.1 47.0 526
CFA w/ cos v 424 439 503 566 573 | 21.0 275 353 386 414 | 323 380 445 498 527
CFA-DeFRCN v 590 635 664 684 683 | 37.0 458 50.0 542 525 | 548 585 565 613 63.5

Table 3. G-FSOD experimental results for 1,2,3,5,10-shot settings on the three novel sets of Pascal VOC (nAP50). Colored results represent

the best and second-best. ’*’ represents results reported in [

] and [

the three different splits under different few-shot settings.

, 49] based methods under G-FSOD setting. We also
compare to Retentive-RCNN using their evaluation proto-
col [21]. To show the effectiveness of our method, we report
our results for CFA w/fc, CFA w/cos, and CFA-DeFRCN.

Results on MS-COCO. We also evaluate our approach
on MS-COCO in Tab. | across K = 5,10, 30-shot settings.
The standard MS-COCO mean average precision (mAP)
metric is used for the base (bAP) and novel (nAP) cate-
gories. In the G-FSOD setting, the results show that, in-
dependent of the architecture, CFA can help achieve less
forgetting on the base categories compared to TFA, while
improving on the novel tasks. Tab. 1 shows that CFA-
DeFRCN consistently achieves the best overall and novel
performance across the three few-shot configurations, com-
pared to both FSOD and G-FSOD methods.

Furthermore, we report the results of our method using
the Retentive-RCNN evaluation protocol. In comparison to
Retentive-RCNN [21], the CFA-finetuned models achieve
better performance on both base and novel classes. CFA
w/cos performs slightly better than CFA w/fc. This find-
ing is in line with previous observations in TFA [18] and
Retentive-RCNN [21], where cosine similarity classifiers
allow better generalization due to their robustness against
variations of feature norms between base and novel classes.

Although the ensemble-based evaluation protocol leads
to less forgetting on the base classes, it suffers from in-
creased inference time and model capacity (additional ex-
periments are presented in the supplementary material). As
shown in Tab. 1, single CFA-finetuned methods can achieve
very comparable performance to Retentive-RCNN [21] on
base classes and superior results on novel classes. In this
ensemble setting, CFA-DeFRCN does not only employ base
and novel RPN and detectors but also base and novel back-
bones. This is due to the fact that the gradient decoupling

]. We achieve state-of-the-art novel performance (nAP50) across
Method | Backone RPN  Rol Head AP  bAP nAP
279 339 10.0
v 299 372 7.9
TFA v 289 354 9.6
v v 289 351 102
v v v 241  29.0 9.2
29.6 360 104
v 303 374 9.3
CFA v 308 378 96
v v 308 37.6 105
v v v 239 286 10.1

Table 4. Effect of unfreezing different components while finetun-
ing with CFA in comparison to TFA [18]. v denotes unfreezing a
component. We adopt the FC classifier based detector model [4].
The results are reported for MS-COCO under 10-shots.

layer allows finetuning the backbone with gradients back-
propagated from the Rol head.

Results on PASCAL VOC. The overall and novel per-
formance of the G-FSOD models on PASCAL VOC dataset
are shown in Tab. 2 and Tab. 3, respectively. The effec-
tiveness of CFA is highlighted across different splits, where
single CFA-finetuned models are able to generalize better
than the ensemble of base and novel models used in Re-
tentive R-CNN [21]. Additional results on MS-COCO and
PASCAL VOC can be found in the supplementary material.

4.3. Ablation Study

To further assess the capability of our proposed CFA al-
gorithm, ablation experiments are conducted on the MS-
COCO dataset with a K = 10-shot scenario.

Impact of unfreezing different components. We study
the influence of various model components in the G-FSOD
setting. The results are presented in Tab. 4. Firstly, we no-
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Method Base-Shots AP bAP nAP
1-Shots 22.2 26.3 9.8

2-Shots 24.8 29.8 9.9

TFA 3-Shots 26.1 31.5 10.1
5-Shots 27.0 32.6 10.2

10-Shots 27.9 339 10.0

1-Shots 28.8 349 10.5

2-Shots 30.0 36.5 10.5

CFA 3-Shots 30.3 37.0 10.3
5-Shots 30.5 37.2 10.4

10-Shots 30.8 37.6 10.5

Table 5. Impact of variable number of base shots on the catas-
trophic forgetting of base classes. We compare CFA against TFA
[18]. The experiments are conducted on MS-COCO dataset given
10-shots of the novel categories. We report the results on the FC
classifier based detector model [4].

Model AP bAP  nAP

A-GEM w/ fc 30.1 368 10.1

CFA w/ fc 308 37.6 10.5
A-GEM w/ cos 282 345 9.3
CFA w/ cos 303  36.6 11.3

A-GEM-DeFRCN | 303 356 14.4
CFA-DeFRCN 314 355 19.1

Table 6. Comparison between fine-tuning different models with
CFA and A-GEM [33]. The results are reported for MS-COCO
under the 10-shot setting.

tice that unfreezing either the RPN or the Rol Head alone
leads to suboptimal results. Although the bAP tends to
slightly increase compared to the frozen model, there ex-
ists a slight drop in the nAP, because the unfrozen compo-
nent overfits the few novel shots. Secondly, we get the best
results in both TFA and CFA by unfreezing the RPN and
Rol head. Unfreezing the backbone however leads to de-
teriorated results. Thirdly, CFA is able to better guide the
gradients in the increased search space when unfreezing the
RPN and Rol head.

Influence of the number of base shots. In Tab. 5, we
show the effect of using unbalanced datasets by finetuning
with K = 1,2, 3,5, 10 base shots and 10 novel shots. Albeit
both methods nearly attain their novel task performance,
TFA indicates higher sensitivity towards a lower number of
base shots. In case of using one base shot, TFA exhibits a
significant drop in bAP (~ 22.4%). On the other hand, CFA
is shown to be more robust to fewer base shots, experienc-
ing a (~ 7.2%) reduction, and thus achieving less forgetting
with fewer base shots. Using only 3-shots, CFA reaches a
similar performance to the 10-shot scenario with only 0.6
points reduction in bAP. Based on the previous observa-
tions, CFA is more memory efficient where it can leverage
fewer base shots to assist in achieving less forgetting.

Finetuning with A-GEM. Since CFA extends A-GEM,
we compare finetuning with A-GEM against CFA across

—— CFA —— CFA

100 — AGEM 100 — AGEM

2 2
2 60 2 60
< <
40 40[" W e

ot 4 0
0 2000 4000 6000 8000 0 2000 4000 6000 8000

(a) Angle between § and g, (b) Angle between § and g,
Figure 4. In 10-shot setting for MS-COCO dataset, the angle be-
tween the projected gradient g and both g, (a) and g3 (b) are de-
picted for A-GEM [33] and CFA.

the three models utilized throughout this work. As shown in
Tab. 6, regardless of the model, CFA exhibits less forgetting
and helps improve the novel task performance compared to
A-GEM. Moreover, not only does CFA consistently attain
better overall performance, but it also improves the nAP.
This implies that the proposed constraint in CFA results in
more forward knowledge transfer because, in each update
step, both base and novel gradients adaptively contribute to
the gradient update rule, which lead to minimize the ex-
pected risk on both tasks.

Impact of CFA and A-GEM on the projected gradi-
ent. In Fig. 4 (a), it is shown that as the network converges
the projected gradient is quite close to the novel gradients
direction (~ 4°) in case of A-GEM, whereas CFA provides
a gradient update at a higher angle (~ 43°). This shows
that A-GEM is biased towards the novel tasks compared to
the base tasks. In Fig. 4 (b), CFA provides a projected gra-
dient much closer to the base task loss gradients (~ 45°)
compared to the consistent orthogonal projection by the A-
GEM. This has shown to allow for better transfer of knowl-
edge when learning the novel tasks as well as achieving less
forgetting.

5. Conclusion

We propose a new finetuning approach, CFA, for G-
FSOD. It readapts a gradient episodic memory approach by
replaying a few-shot of the base objects from a static mem-
ory buffer. A new gradient update rule is derived, which
averages the base and novel gradients when the angle be-
tween them is acute. It also adaptively reweights them in
case the novel gradients point towards a direction that could
lead to forgetting. CFA strives to encourage the knowledge
transfer between base and novel classes while being versa-
tile enough to be integrated with FSOD frameworks without
incurring overhead in model capacity or inference time. Ex-
periments on MS-COCO and PASCAL-VOC demonstrate
the effectiveness of the proposed method in G-FSOD on the
overall AP. Moreover, CFA outperforms the state-of-the-art
in FSOD on the novel AP. Ablation studies show that CFA
is robust enough with a few base shots. In future work, we
plan to extend our approach to a continual learning setting.
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