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Abstract

In this paper, we tackle the challenging task of unsuper-
vised salient object detection (SOD) by leveraging spec-
tral clustering on self-supervised features. We make the
following contributions: (i) We revisit spectral clustering
and demonstrate its potential to group the pixels of salient
objects across various self-supervised features, e.g., Mo-
Cov2, SwAV, and DINO; (ii) Given mask proposals from
multiple applications of spectral clustering on image fea-
tures computed from different self-supervised models, we
propose a simple but effective winner-takes-all voting mech-
anism for selecting the salient masks, leveraging object
priors based on framing and distinctiveness; (iii) Using
the selected object segmentation as pseudo groundtruth
masks, we train a salient object detector, termed SELF-
MASK, which outperforms prior approaches on three un-
supervised SOD benchmarks. Code is publicly available at
https://github.com/NoelShin/selfmask.

1. Introduction

Salient object detection (SOD)1, which aims to group
pixels that attract human visual attention, has been exten-
sively studied in the field of computer vision due to its wide
range of applications such as photo cropping [50, 37], re-
targeting in images [18, 51] and video [45].

In the literature, early work tackled this problem by util-
ising low-level features (e.g., colour [14]) together with
priors on salient regions in an object such as contrast pri-
ors [26], boundary priors [57] and centre priors [27]. Re-
cent SOD models have approached this task from the per-
spective of representation learning, typically training deep
neural networks (DNNs) on a large-scale dataset with man-
ual annotations. However, the scalability of such supervised

1In contrast to object detection (which aims to localise and recognise
objects with bounding boxes), salient object detection aims to segment
foreground objects by predicting pixel-wise masks for them.

Figure 1: In this work, we propose SELFMASK, a frame-
work for salient object detection that employs no human
annotation. The figure depicts example segmentations pro-
duced by our model on DUT-OMRON [63], DUTS-TE [55]
and ECSSD [47], with blue and orange regions denoting the
intersection and the difference between the predicted mask
and ground-truth label, respectively. Despite no supervi-
sion, SELFMASK reliably segments a close approximation
to the full spatial extent of salient regions. Best viewed in
colour.

learning approach is limited because it is a costly process to
collect ground-truth mask annotations.

To overcome the necessity of large-scale human an-
notation, many unsupervised methods for saliency detec-
tion/object segmentation have recently been proposed [6,
12, 53, 54, 38, 65, 68, 42]. Despite these efforts, the gap
between unsupervised and fully supervised SOD methods
remains significant.

Interestingly, however, it has been noted that recent self-
supervised models such as DINO [10] exhibit significant
potential for object segmentation despite the fact that their
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training objective does not explicitly encourage pixel group-
ing. The focus of this work is to leverage this observation
to propose a simple yet effective mechanism for extracting
object regions from self-supervised features that can be em-
ployed for the task of unsupervised salient object detection.

To this end, we explore the use of spectral cluster-
ing [46], a classical graph-theoretic clustering algorithm,
and find that it can generate useful segmentation candidates
across a range of self-supervised features (i.e., DINO [10],
MoCov2 [24], and SwAV [9]). Motivated by this finding,
we propose a simple winner-takes-all voting strategy to se-
lect the salient object masks among a collection of clusters
produced by repeated applications of spectral clustering to
self-supervised features.2 In particular, we base our voting
strategy on two priors: The first is a framing prior that a
salient object should not occupy the full image height or
width; the second is a distinctiveness prior that assumes
that salient regions are sufficiently distinctive that they will
appear as clusters among an appropriately constructed col-
lection of redundant re-clusterings of the data. We then
show that the selected salient masks can be employed as
pseudo-labels to train a saliency estimation network that
achieves state-of-the-art results on a variety of benchmarks
(see Fig. 1 for example visualisations).

In summary, we make the following contributions:
(i) We revisit spectral clustering and highlight that, when
applied to self-supervised features, it brings clear benefits
over k-means clustering as a proposal mechanism on three
popular salient object detection (SOD) datasets; (ii) We pro-
pose an effective voting strategy to select the most salient
object mask in an image among multiple segmentations
generated from different self-supervised features by lever-
aging saliency priors; (iii) Using the salient masks as pseudo
ground truth masks (pseudo-masks), we train an object seg-
mentation model, SELFMASK, that outperforms the pre-
vious unsupervised saliency detection approaches on three
SOD benchmarks.

2. Related work
Our work relates to two themes in the literature:

self-supervised representation learning and unsupervised
saliency detection. Each of these is discussed next.

2.1. Self-supervised representation learning

There has been a great deal of interest in self-supervised
approaches to learning visual representations that obvi-
ate the requirement for labels. These include techniques
for solving proxy tasks, such as predicting patch loca-
tions [19], patch discrimination [21], grouping through co-
occurrence [25], colourisation [29], jigsaw puzzles [43],

2In this work, we use the terms cluster and mask interchangeably.
Specifically, by mask, we mean a (one-hot) mask which encodes the spatial
extent of a cluster.

common fate principles [36], clustering [8, 4], and in-
stance discrimination [58, 24]. Our work is inspired by re-
cent work exploring the use of self-supervised transform-
ers [61, 10], and by the analysis provided by [10, 41]
who noted that the self-attention of Vision Transformers
(ViT) [21] are capable of highlighting spatially coherent
object regions in their input. While prior work [64] has
demonstrated that self-supervised pretraining can be effec-
tive for semantic segmentation when coupled with end-to-
end supervised metric learning on the target dataset, we in-
stead seek a simple way to exploit self-supervised features
for object segmentation without annotation.

2.2. Unsupervised saliency detection

Supervised object segmentation requires pixel-wise an-
notations which are time-consuming to acquire. Seeking to
avoid this cost, many attempts have been made to solve the
task in an unsupervised fashion. Prior to the dominance of
deep neural networks, a broad range of handcrafted methods
were proposed [33, 1, 28, 22, 62, 69, 15] based on one or
more priors relating to foreground regions within an image
such as the contrast prior [26], centre prior [27], and bound-
ary prior [57]. However, these handcrafted approaches suf-
fer from poor performance relative to recent DNN-based
models, described next.

Generative models. A common approach for DNN-based
unsupervised object segmentation is to utilise generative ad-
versarial networks (GANs) [23]. Specifically, given an im-
age, a generator is adversarially trained to produce an object
mask which will be used to composite a realistic image by
copying the corresponding object region in the image into
a background which is either synthesised [6] or taken from
a different image [2]. An alternative family of approaches
aims to discover a direction in the latent space of a pre-
trained GAN that can be used to segment foreground and
background regions [53, 54, 38]. Then, a saliency detector
is trained on a synthetic data set composed of pairs of im-
ages together with their foreground masks generated via the
discovered latent space structure. In contrast, we seek to
exploit representations learned via self-supervision by dis-
criminative, rather than generative, models.

Noisy supervision with pseudo-labels. More closely re-
lated to our work, the use of weak pseudo saliency masks
for training a DNN has been proposed. SBF [65], the first
attempt to train saliency detector without human annotation,
proposed to train a model with superpixel-level pseudo-
masks generated by fusing weak saliency maps from mul-
tiple unsupervised methods (i.e., [67, 66, 48]). Similarly,
USD [68] aims to learn from diverse noisy pseudo-labels
obtained via distinct unsupervised handcrafted methods in
such a way that a saliency detector trained with the pseudo-
masks can predict a saliency map free from label noise.

3972



DeepUSPS [42] proposed to refine the pseudo-masks for
images produced by handcrafted saliency methods, by train-
ing segmentation networks via a self-supervised iterative re-
finement process. The refined pseudo-masks are then com-
bined from different handcrafted methods to train a final
segmentation network. In contrast to the methods above, we
use neither handcrafted saliency methods nor an iterative
refinement strategy, resulting in a simpler learning frame-
work.

Object segmentation properties of self-supervised vision
transformers. Another line of related work has sought to
investigate the observation that self-supervised ViTs [10]
exhibit object segmentation potential. LOST [49] propose
to pick a seed patch from such a ViT that is likely to contain
part of a foreground object, and then expand the seed patch
to different patches sharing a high similarity with the seed
patch. Concurrent work, TokenCut [56], proposes to use
Normalised Cuts [46] to segment the salient object among
the final layer self-attention key features of ViT. SELF-
MASK differs from the TokenCut approach to salient ob-
ject detection in two key ways: (1) While we similarly em-
ploy spectral clustering as part of our pipeline, we demon-
strate the significant additional value of integrating cues
from diverse re-clusterings via voting to bootstrap a pseudo-
labelling process; (2) Rather than focusing solely on trans-
formers, we leverage saliency cues from self-supervised
convolutional neural networks (CNNs) as well as ViT ar-
chitectures, and show the benefits of doing so. We compare
our approach with theirs in section 4.

3. Method
In this section, we begin by formalising the problem sce-

nario (Sec. 3.1) and briefly summarise spectral clustering
(Sec. 3.2). Then, we introduce our approach to address
unsupervised salient object detection by selecting pseudo
ground truth masks via spectral clustering, and train a
saliency prediction network, called SELFMASK (Sec. 3.3).

3.1. Problem formulation

Here, we consider the task of unsupervised salient ob-
ject detection (SOD), with the goal of training a seg-
menter (Φseg) that seeks to partition the image into two dis-
joint groups, namely foreground and background. That is,

Φseg(I; Θ) = Mseg ∈ {0, 1}H×W (1)

where I ∈ RH×W×3 refers to an input image, and Θ repre-
sents learnable parameters. Mseg denotes a binary segmen-
tation mask, with 1s denoting a foreground region and 0s
denoting background.

Traditionally this has been treated as a clustering prob-
lem where the key challenge lies in designing effective fea-

tures for accurately describing salient regions. In this work,
we instead look for a simple yet effective solution by lever-
aging self-supervised visual representations.

3.2. Segmentation with spectral clustering

Conceptually, segmentation is obtained via spectral clus-
tering [46] with pixel-wise image features by projecting the
features onto a representation space such that image parti-
tions can be decided by directly comparing similarities be-
tween their corresponding features.

Concretely, we first extract dense features from the im-
age, i.e., F ∈ Rh×w×D with a pre-trained convolutional-
or transformer-based encoder. Then, each feature vector
fi ∈ RD in the dense feature map F can be seen as a vertex
in an undirected graph with vertex set V = {f1, . . . , fN} ∈
RN×D, where N = h · w. Each edge between two vertices
fi and fj is associated with a non-negative weight wij ≥ 0
defined by feature similarity. In particular, the weighted ad-
jacency matrix W of the graph is computed as

W = (wij) =
VVT

∥V∥∥V∥
∈ RN×N (2)

where the degree of a vertex fi ∈ V is defined as di =∑N
j=1 wij , and the degree matrix D is defined with the de-

grees d1, . . . , dN on the diagonal. Given the adjacency ma-
trix W and the degree matrix D, the (un-normalised) graph
Laplacian L is defined as:

L = D−W (3)

Given L, we can solve the generalised eigenproblem:

Lu = λDu (4)

where u ∈ RN and λ represent an eigenvector and its eigen-
value. We take the k eigenvectors with the lowest eigenval-
ues and form a matrix U ∈ RN×k which has the eigenvec-
tors as its columns.

Finally, a set of clusters C is obtained by running k-
means algorithm on the row vectors of a matrix U (see sup-
plementary for more detail), producing regions with all pix-
els from the corresponding cluster. Note that, at this stage,
the resulting clusters are composed of both object and back-
ground masks—the object mask itself will be selected by
our selection strategy described next.

3.3. Supervision with pseudo-mask from spectral
clusters

Here, we first introduce our voting strategy for selecting
a salient mask from a set of spectral clusters from different
features and multiple k values (i.e., cluster numbers), which
utilises a framing prior and distinctiveness prior. Then, we
describe our model, SELFMASK, which is trained by using
the selected salient masks as pseudo-masks for supervision.
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Figure 2: Overview of our approach. Given different self-supervised encoders, we first generate a set of pseudo-mask
candidates per image using spectral clustering before the training step. In the figure we show 12 masks from clusterings from
three different encoder features with k=4. We select the most salient mask among them via the proposed voting strategy
and use it as a pseudo-mask for the image. Then we train our model to predict nq queries (i.e., predictions), all of which
are encouraged to be similar to the salient mask. To make the model aware of the objectness of each prediction, we use the
ranking loss which encourages the objectness score of a prediction closer to the salient mask to be higher. At inference time,
we select the prediction with the highest objectness score. Please see the text for details.

3.3.1 Spectral cluster winner-takes-all voting

To choose the salient object among the mixture of fore-
ground and background masks generated by spectral clus-
tering, we propose a voting strategy based on two obser-
vations: (1) The spatial extent of an object rarely occupies
the entire height and width of an image. (2) Salient ob-
ject regions are likely to appear in multiple clusters across
different self-supervised features as well as with different
cluster numbers k. In other words, among k clusters from
an application of clustering, we assume that at least one
cluster encodes an object region within the image and that
this holds for different features (e.g., DINO, MoCov2, or
SwAV). We call these priors the framing prior and distinc-
tiveness prior, respectively. Note that the framing prior
bears a resemblance to the centre prior [27], which states
that salient objects are likely to be located near the center
of an image, and the boundary prior [57], which presumes
that the foreground object rarely touches the boundary of an
image. However, the framing prior differs from these priors
in that it is not related to a location of an object but rather
the scale of an object within an image.

To use the framing prior and distinctiveness prior in prac-
tice, we first form a candidate set of masks by repeatedly
applying spectral clustering to different features with mul-
tiple k values. Then, we treat masks whose spatial extent is
as long as the width or height of the image as background

masks, and eliminate them from the candidate set. Finally,
we employ winner-takes-all voting: we pick the mask with
the highest average pair-wise similarity w.r.t. IoU among all
remaining masks as the final mask for salient objects (bot-
tom of Fig. 2). There are two edge cases in the background
elimination process we handle explicitly: (i) when no masks
are left in the candidate set and (ii) when only two masks
are left, sharing the same IoU. For the former case, we sim-
ply keep all the masks in the candidate set as every mask
highlights regions spanning the spatial extent of the image,
breaking the assumption of the framing prior. For the latter,
we break ties randomly to pick one of the two masks.

3.3.2 SELFMASK

Here, we describe our model architecture, training, and in-
ference procedure.

Architecture. We base our salient object detection net-
work, called SELFMASK, on a variant of the MaskFormer
architecture [13] which was originally proposed for the se-
mantic/instance segmentation task.

SELFMASK has two different sets of outputs: mask pre-
dictions and objectness scores for each mask. In detail, our
model comprises an image encoder, a pixel decoder, and a
transformer decoder (upper part of Fig. 2). The image en-
coder takes an image I ∈ RH×W×3 as input and outputs
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feature maps f(I) ∈ Rh×w×D. Then, the feature maps are
fed into the pixel decoder to produce upsampled features
g(f(I)) ∈ RH×W×D. The feature maps are also passed
to the transformer decoder which outputs nq per-mask em-
beddings by using the feature maps as keys and values and
the learnable embeddings as queries. The final mask predic-
tions M are produced via matrix multiplication between the
upsampled features and per-mask embeddings, followed by
an element-wise sigmoid function σ (·):

M = {Mi |Mi = σ (g (f (I))qi) , i = 1, ..., nq} (5)

where qi ∈ RD denotes the ith query (i.e., per-mask em-
bedding). For each mask Mi, an objectness score oi ∈ [0, 1]
is estimated by feeding the corresponding per-mask embed-
ding qi to a simple MLP with two hidden layers followed
by a sigmoid function. Note that other encoder and decoder
architectures can also be used here.

Objective. For training, we employ two objective func-
tions: a mask loss and a ranking loss, denoted by Lmask and
Lrank, respectively. Given nq mask predictions for an image
from the model, we encourage all predictions to be similar
to the pseudo-mask. Specifically, following [13], we use the
Dice coefficient [39], which considers the class-imbalance
between foreground and background regions within an im-
age, as the mask loss. It is worth noting that, unlike [13],
we do not include the focal loss [32] in the mask loss since
we find that it hinders convergence.

To decide which prediction best highlights the salient
region in the image among the proposed candidates when
nq > 1, we rank the predicted masks based on their object-
ness score. Specifically, we first re-order the indices of the
predicted masks by their mask loss in ascending order such
that

Lmask (Mi,Mpseudo) ≤ Lmask (Mj ,Mpseudo) (6)

for any i < j, where Mpseudo denotes the target pseudo-
mask for the image. Then, we enforce the objectness score
oi of the mask Mi to be higher than the scores oj for any
j > i. As a consequence the model is encouraged to pro-
duce a higher score for a predicted mask that more closely
resembles the pseudo-mask than other predictions. We in-
stantiate this ranking loss as a hinge loss [16]:

Lrank =

nq−1∑
i=1

nq∑
j>i

max (0, oj − oi) . (7)

Overall, our final objective function is as follows:

L = Lmask + λLrank (8)

where λ is a weighting factor, which is set to 1.0 across our
experiments. Following [7, 13], we compute the loss for
outputs from each layer of the transformer decoder.

Inference. During inference, given nq predicted masks for
an image and their objectness score, we pick the mask with
the highest score as the salient object detection and binarise
it with a fixed threshold of 0.5.

4. Experiments
In this section, we first describe the datasets used in our

experiments (Sec. 4.1) and provide implementation details
(Sec. 4.2). We then conduct ablation study (Sec. 4.3) and
report our results for salient object detection (Sec. 4.4).

4.1. Datasets

We use DUTS-TR [55], which contains 10,553 images,
to train our model with the pseudo-masks generated by fol-
lowing Sec. 3.3. We emphasize that only images are used
for generating pseudo-masks and training, without the cor-
responding labels. For our ablation study and comparison
to previous work, we consider five popular saliency datasets
including DUT-OMRON [63], which comprises 5,168 im-
ages of varied content with ground-truth pixel level masks;
DUTS-TE [55], containing 5,019 images selected from the
SUN dataset [59] and ImageNet test set [17]; ECSSD [47]
which contains 1,000 images that were selected to repre-
sent complex scenes; HKU-IS [30] which consists of 4,447
scene images with foreground/background sharing the sim-
ilar appearances; SOD [40] which contains 300 images with
many images having multiple salient objects.

4.2. Implementation details

Networks. We use the ViT-S/8 architecture [20] for the en-
coder, a bilinear upsampler with a scale factor of 2 for the
pixel decoder, and 6 transformer layers [52] for the trans-
former decoder. For the MLP applied to per-mask queries
(with a dimensionality of 384) that outputs a scalar value
for the objectness score, we use three fully-connected lay-
ers with a ReLU activation between them. We set the same
number of units for the hidden nodes as the input (i.e., 384)
and output a single value followed by a sigmoid.

Training details. We train our models for 12 epochs and
optimise all parameters including the backbone encoder us-
ing AdamW [35] with a learning rate of 6e-6 and the Poly
learning rate policy [44, 60, 11]. For data augmentation,
we use random scaling with a scale range of [0.1, 1.0], ran-
dom cropping to a size of 224×224 and random horizontal
flipping with a probability of 0.5. In addition, photometric
transformations include random color jittering, color drop-
ping, and Gaussian blurring are applied. We run each model
with three different seeds and report the average.

Metrics. In our experiments, we report intersection-over-
union (IoU), pixel accuracy (Acc) and maximal Fβ score
(max Fβ) with β2 set to 0.3 following [56]. Please refer to
the supplementary for more details on these metrics.
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Figure 3: Sample visualisations of the pseudo-masks and predictions from our model on the ECSSD, DUT-OMRON, and
DUTS-TE benchmarks. From left to right, the input image, ground-truth mask, a pseudo-mask decided by the proposed
voting-based salient mask selection, and the prediction of our model are shown. Blue and orange coloured regions denote the
intersection and difference between a ground-truth and a predicted mask. Best viewed in colour.

Model Arch. Cluster. DUT-OMRON DUTS-TE ECSSD
k={2, 3, 4} k={2, 3, 4} k={2, 3, 4}

Convolutional Nets

MoCov2 [24] ResNet50 k-means .375 .415 .500
MoCov2 [24] ResNet50 spectral .387 .454 .627

SwAV [9] ResNet50 k-means .399 .444 .542
SwAV [9] ResNet50 spectral .401 .458 .590

Vision Transformer

DINO [10] ViT-S/16 k-means .377 .392 .541
DINO [10] ViT-S/16 spectral .394 .417 .577

DINO [10] ViT-S/8 k-means .369 .377 .551
DINO [10] ViT-S/8 spectral .398 .411 .587

Table 1: Spectral clustering dominates k-means for self-
supervised features. We report upper bound IoUs to com-
pare the quality of masks produced by k-means and spec-
tral clustering on self -supervised features with two different
encoder architectures (i.e., convolution- and transformer-
based encoder). We report the average of the results from
k={2, 3, 4}.

4.3. Ablation study

In this section, we first conduct experiments to compare
the effectiveness of spectral clustering and k-means when
applied to self-supervised image encoders. Next, we quanti-
tatively verify the performance of our winner-takes-all vot-
ing strategy for foreground mask selection and compare it to
different saliency selection methods. Lastly, we investigate
the effect of different number of queries on SELFMASK.

4.3.1 Spectral clustering vs k-means clustering

We compare spectral clustering against a k-means [34]
clustering baseline on three salient object detection bench-
marks. As the resulting segmentations from each algorithm
are agnostic to foreground/background regions, we consider
a best-case evaluation for both algorithms. In detail, given a

Model Arch. Cluster. DUT-OMRON DUTS-TE ECSSD
k={2, 3, 4} k={2, 3, 4} k={2, 3, 4}

Convolutional Nets

ResNet [24] ResNet50 k-means .337 .354 .444
ResNet [24] ResNet50 spectral .310 .327 .437

Vision Transformer

ViT [20] ViT-S/16 k-means .394 .411 .542
ViT [20] ViT-S/16 spectral .380 .400 .551

Table 2: Spectral clustering and k-means perform com-
parably for fully-supervised features. We report upper
bound IoUs to provide a comparison of mask quality com-
parison between k-means and spectral clustering applied to
fully-supervised features. We report the average of the re-
sults from k={2, 3, 4}.

groundtruth mask, we pick the cluster with the highest IoU
w.r.t. the groundtruth. Such IoUs act as an upper-bound
score among the clusters (i.e., average best overlap in [3]).

To account for the effect of the cluster number k on per-
formance of the clustering algorithms, we consider different
k values from 2 to 4 and average the results. For the full re-
sults with each k value, please refer to the supplementary.

As shown in Tab. 1, we observe that object masks from
spectral clustering consistently outperform k-means masks
by a large margin. Interestingly, however, when using fully-
supervised image encoders, the performance gain of spec-
tral clustering diminishes (Tab. 2). These findings boil down
to a simple summary: while using self-supervised visual
representations for grouping, spectral clustering is consid-
erably superior to k-means, regardless of the choice of en-
coder architecture and self-supervised learning algorithm.

4.3.2 Voting for salient object masks

Here, we conduct experiments to assess our voting method
for selecting a foreground mask among the mask candi-
dates. Since these experiments include ablations across hy-
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perparameter choices, we conduct them on the HKU-IS [30]
and SOD [40], rather than the benchmarks used to compare
to prior work.

In detail, we construct an initial corpus of mask candi-
dates by clustering different self-supervised features with
different number of clusters, as described in Sec. 3.2. For
this, we build the candidate set with spectral clusters from
different combinations of self-supervised features, e.g., Mo-
Cov2/DINO or SwAV/MoCov2. It is important to do so to
allow our voting-based method to leverage the distinctive-
ness prior across different features. In addition, for each
combination, we experiment with 3 different k value set-
tings: k=2, {2, 3} or {2, 3, 4} to account for various object
scales, e.g., a lower k tends to cover large regions, while
a higher k segments smaller objects. We then evaluate the
selected masks on the HKU-IS set. For reference we also
compute an upper bound IoU, which is computed in a simi-
lar way as done in the previous section.

Effectiveness of clustering various self-supervised mod-
els with different number of clusters. As shown in
Tab. 3, we make two observations: (i) IoU of both selected
masks and upper bound masks, denoted by pseudo-mask
and UB improves by increasing k across all feature combi-
nations; (ii) using all three features (i.e., DINO, MoCov2
and SwAV) results in better pseudo-masks than using two
of the three features (e.g., MoCov2 and SwAV). These sup-
port the distinctiveness prior, which assumes that at least
one cluster represents a foreground region, and its applica-
tion to our voting-based saliency selection method.

Effectiveness of the proposed voting approaches. We
further validate the effectiveness of our voting scheme by
comparing to different selection methods, i.e., random se-
lection and a centre prior [27]-based strategy. Specifically,
we form a candidate set using DINO/MoCov2/SwAV fea-
tures with k = {2, 3, 4}, which amounts to 27 masks in
total. For the random strategy, we simply pick one of the
masks uniformly from the candidates. For the centre prior
selection strategy, we choose a mask whose average Eu-
clidean distance to the image centre from its constituent
pixel locations is lowest. In addition, we consider each
method with or without utilising the framing prior to assess
the influence of filtering out background mask. We evaluate
the IoU of each case on the HKU-IS and SOD benchmarks.

As can be seen in Tab. 4, deploying the framing prior
boosts IoU in all considered selection methods, with the
proposed voting selection method performing best. The
framing prior plays a crucial role in the voting process: vot-
ing without this prior performs much worse than its counter-
parts in both random and center-based selections on HKU-
IS, and performs similarly to the random strategy on SOD.
This is caused in large part by mistakes when selecting
background masks as salient objects.

Features
k Pseudo-mask UB

DINO [10] MoCov2 [24] SwAV [9]

✗ ✓ ✓
2 .508 .562

2, 3 .561 .626
2, 3, 4 .580 .658

✓ ✗ ✓
2 .473 .553

2, 3 .538 .644
2, 3, 4 .559 .682

✓ ✓ ✗

2 .459 .546
2, 3 .536 .648

2, 3, 4 .566 .688

✓ ✓ ✓
2 .511 .584

2, 3 .567 .664
2, 3, 4 .590 .698

Table 3: Forming a candidate set with various self-
supervised features and multiple k values improves IoU
of both pseudo-masks and upper bound masks (UB).
We compare cases with different combinations of self-
supervised features and cluster numbers of k=2, {2, 3} or
{2, 3, 4} on the HKU-IS benchmark.

Selection Framing prior HKU-IS [30] SOD [40]

random
✗ .206 .197
✓ .464 .277

center
✗ .362 .122
✓ .442 .392

voting (ours)
✗ .081 .200
✓ .590 .447

Table 4: Winner-takes-all voting and the framing prior
both significantly improve mask quality. We compare our
voting strategy to different selection strategies along with
the effect of framing prior under the IoU metric. Selection is
performed from a candidate set including DINO, MoCov2
and SwAV features with k = {2, 3, 4}.

4.3.3 The influence of the number of queries

As described in Sec. 3.3, we train SELFMASK using the se-
lected salient masks as pseudo-masks. Here, we investigate
the effect of the number of queries nq in the Transformer de-
coder. For this, we train our model with nq={5, 10, 20, 50,
100} on DUTS-TR and evaluate performance on the HKU-
IS benchmark in terms of maxFβ for two settings, (i) using
ground-truth masks to pick the best mask out of nq mask
predictions, denoted as the SelfMask upper bound (UB); (ii)
taking the mask with the highest object score, denoted Self-
Mask.

As shown in Figure 4, both SelfMask and SelfMask UB
are fairly robust to the number of queries, initially increas-
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Model
DUT-OMRON [63] DUTS-TE [55] ECSSD [47]

Acc IoU maxFβ Acc IoU maxFβ Acc IoU maxFβ

HS [62] .843 .433 .561 .826 .369 .504 .847 .508 .673
wCtr [69] .838 .416 .541 .835 .392 .522 .862 .517 .684
WSC [31] .865 .387 .523 .862 .384 .528 .852 .498 .683
DeepUSPS [42] .779 .305 .414 .773 .305 .425 .795 .440 .584
BigBiGAN [54] .856 .453 .549 .878 .498 .608 .899 .672 .782
E-BigBiGAN [54] .860 .464 .563 .882 .511 .624 .906 .684 .797
Melas-Kyriazi et al. [38] .883 .509 - .893 .528 - .915 .713 -
LOST [49] .797 .410 .473 .871 .518 .611 .895 .654 .758
LOST [49] + Bilateral solver [5] .818 .489 .578 .887 .572 .697 .916 .723 .837
TokenCut [56] .880 .533 .600 .903 .576 .672 .918 .712 .803
TokenCut [56] + Bilateral solver [5] .897 .618 .697 .914 .624 .755 .934 .772 .874
pseudo-masks (Ours) .811 .403 - .845 .466 - .893 .646 -
SELFMASK (Ours) .901 .582 .680 .923 .626 .750 .944 .781 .889
SELFMASK (Ours) + Bilateral solver [5] .919 .655 .852 .933 .660 .882 .955 .818 .956

Table 5: Comparison to state-of-the-art unsupervised saliency detection methods on three salient object detection
benchmarks. For all metrics, higher number indicates better results. The best score per column is highlighted in bold. We
observe that SELFMASK yields improved performance over prior state-of-the-art approaches across all benchmarks.

5 10 20 50 100
Number of queries

0.80

0.85

0.90

m
ax

im
al

 F

SelfMask
SelfMask (UB)

Figure 4: Effect of number of queries on the perfor-
mance of SelfMask on the HKU-IS dataset. The model’s
prediction and its upper bound, denoted by SelfMask and
SelfMask (UB) each, are shown.

ing slightly with this hyperparameter (i.e., predictions) be-
fore degrading after 20 queries. We conjecture that this
is because a handful of queries are enough to localise the
salient objects, while further predictions may make it chal-
lenging to appropriately rank the objectness of each predic-
tion. For this reason, in the section that follows, we con-
sider SELFMASK with 20 queries, and pick the query with
the highest objectness as our prediction during inference.

4.4. Comparison to state-of-the-art unsupervised
saliency detection methods

To compare with existing works on unsupervised SOD,
we evaluate on three popular SOD benchmarks in terms
of Acc., IoU, and maxFβ . Following [56], we also re-
port results after post-processing predictions with the bi-
lateral solver [5]. As shown in Tab. 5, while the pseudo-
masks from spectral cluster voting already perform reason-
ably well compared to previous models, our self-trained
model outperforms all existing approaches on all bench-

marks. This suggests both that the model can learn to gener-
alise effectively from noisy masks, and that the objectness
score trained with the ranking loss is effective for picking
the best salient mask.

4.5. Broader Impact

This work contributes a new framework to deliver per-
formant unsupervised salient object detection. As such, it
offers the potential to underpin a range of societally benefi-
cial applications that are bottlenecked by annotation costs.
These include improved low-cost medical image segmen-
tation, crop measurement from aerial imagery, and wildlife
monitoring. However, low-cost segmentation is a powerful
dual-use technology, and we caution against its deployment
as a tool for unlawful surveillance and oppression.

5. Conclusion
In this work, we address the challenging problem of un-

supervised salient object detection (SOD). For this, we first
observe that self-supervised features exhibit significantly
greater object segmentation potential with spectral cluster-
ing than with k-means. Inspired by this observation, we ex-
tract foreground regions among multiple masks generated
with multiple types of features, and varying cluster num-
bers based on winner-takes-all voting. By using the selected
masks as pseudo-masks, we train a saliency detection net-
work and show promising results compared to previous un-
supervised methods on various SOD benchmarks.
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