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A. Additional implementation details

We trained our joint model on the BaseTrainSet and
CrowdHuman datasets for 200K iterations with batch size
32 and evaluated it on the MOT16 and MOT17 private test
sets. We further fine-tuned this model on the MOT20 train-
ing set for another 30K iterations with batch size 16 and
evaluated it on the MOT20 test set. All of our models are
trained from scratch without pre-training on any datasets.

We set ϵ as 0.001 and the momentum as 0.997 for our
batch normalization layer. The γ and β are learnable.

The L2 weight decay was set 0.0001. We applied the co-
sine learning rate decay during training and the initial learn-
ing rate was 0.15. We warmed up the training process with
a small learning rate 0.001 for the first 2K iterations. Dur-
ing fine-tuning, we set the initial learning rate as 0.015 with
the same warming up procedure.

The detection threshold was 0.5 for MOT16 and MOT17
test sets and 0.3 for MOT20 test set.

Our system was implemented in TensorFlow. Our cur-
rent implementation is not optimal and the running speed
would be faster with more careful design and implementa-
tion.

B. More ablation studies on parameters

Figure 1 shows the ablation studies on some other hyper-
parameters of our proposed system, namely the training
time, pyramid levels of FPN, and the weight of embedding
loss. From the figure, we see that doubling the training
time only marginally helps the detection and tracking per-
formance (comparing group 1 and 2). In addition, our sys-
tem is robust to the weight of the embedding loss. Both the
detection and tracking have similar performance between
setting αe = 2 and αe = 10 (comparing group 1 and 3).
Using features of larger resolutions from the Feature Pyra-
mid Network does not have much impact either (comparing
group 3 and 4).

*This work was done when Shuzhi Yu was an intern at Google

e = 10
 Level 3-7 

 400K iteration

e = 10
 Level 3-7 

 800K iteration

e = 2
 Level 3-7 

 400K iteration

e = 2
 Level 2-6 

 400K iteration
Settings

0.75

0.80

0.85

0.90

0.95

1.00

Va
lu

e

Detection AP
MOTA

Figure 1. Comparison of detection (Average Precision) and track-
ing (MOTA) among different hyper-parameter settings. All these
models have the same architecture. The backbone architecture is
ResNet-34.

C. Inference speed of two-stage tracker
One of the advantages of the one-shot tracker is its faster

inference speed than the two-stage tracker. Since the joint
model generates an embedding for every anchor box in one
forward pass, the running time stays the same regardless
of the number of objects in the frame. However, it takes
two-stage trackers increasing time with more objects in the
scene. For example, the inference speed of the counterpart
two-stage tracker of our TDT-tracker is 3.03 FPS for scenes
with less people (e.g. MOT15) and 0.98 FPS for a scene
with more people (e.g. sequence MOT20-05). In compar-
ison, our one-shot tracker used very similar running time
around 10 FPS regardless of the types of the scene.

D. Detailed performance on the benchmark
datasets

Figure 2, Fig. 3, and Fig. 4 show the detailed track-
ing performance of our TDT-tracker on different video se-
quences of MOT16, MOT17, and MOT20 respectively.

1



These resutls were evaluated by the private benchmark
server. In general, our TDT-tracker does well on sequences
with clear people but poorly on those crowded sequences
or those with small people. State-of-the-art trackers have
better performance due to their previlege of training on the
fully annotated tracking datasets that are similar to these
test datasets. Our TDT-tracker would largely improve if our
teacher embedder sees similar samples during training.

E. Qualitative analysis
Figure 5, Fig. 6, and Fig. 7 show three qualitative ex-

amples of our TDT-tracker. The detailed analysis is in the
caption of each figure.
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Figure 2. Detailed tracking performance of our TDT-tracker on each testing sequence in MOT16.

Figure 3. Detailed tracking performance of our TDT-tracker on each testing sequences in MOT17.

Figure 4. Detailed tracking performance of our TDT-tracker on each testing sequence in MOT20.
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Figure 5. These are some qualitative tracking results by our TDT-tracker on the MOT17-03 [2] sequence. The people in the video are clear
and similar to the samples [3] that were used to train our teacher embedder. TDT-tracker tracks well on most of the people. For example,
the person in white shirt with ID 20 (on the top right corner in Frame 1) is tracked successfully across the frames, although there is always
a group of people around the person.
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Figure 6. These are some qualitative tracking results by our TDT-tracker on the MOT17-07 [2] sequence. These examples are used to
show that our TDT-tracker can successfully track people who are occluded during the video. This attributes to the occluded samples in the
training datasets [3] of our teacher embedder. For example, the person in green shirt with ID 461 (the fifth person from the left in Frame 1.)
is successfully tracked across the frames although the person is partially blocked from the starting frame. Another example is the person
in white clothes with ID 449 (the first from left in Frame 1). The lower body of the person is blocked in Frame 101 but the person is still
successfully tracked.
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Figure 7. These are some qualitative tracking results by our TDT-tracker on the MOT20-08 [1] sequence. Our TDT-tracker tracks many
people poorly in the video. As we can see from the sampled frames, this is a very crowded scene with many overlapping among the people.
The detector of TDT-tracker can detect most of the people accurately. The issue is likely that the embedding is not discriminative enough
for tracking purpose. Our teacher embedder is not trained on people with this high level of overlapping. However, with increasingly better
Re-ID networks as the teacher embedder, our TDT-tracker can improve without additional computational overhead.
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