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Abstract

Shadow removal is an important yet challenging restora-
tion task. State-of-the-art shadow removal methods usually
require paired datasets for training. Existing shadow re-
moval datasets lack large-scale quantity and scene diver-
sity. Hence, models trained on such datasets have poor
generalization ability. This paper proposes a simple yet ro-
bust shadow simulation method to simulate shadow on the
grayscale. The proposed shadow simulation method can
be applied to arbitrary shadow-free images and masks to
generate corresponding shadow images. With our shadow
simulation method, we can generate a large-scale and di-
verse paired shadow removal dataset. Besides, we intro-
duce a two-stage framework, Gray-to-Color Shadow Re-
moval Network (G2C-DeshadowNet), for shadow removal.
The first stage is a Grayscale Enhancement Network, which
attempts to remove shadows on the grayscale. The sec-
ond stage is a Colorization Network, which attempts to col-
orize the grayscale shadow-free image. Extensive experi-
ments on ISTD+, SRD, and SBU datasets show that G2C-
DeshadowNet outperforms state-of-the-art methods and
has better generalization ability. We will release our code
at https://github.com/jianhaogao/Shadow—
Removal-with—-Two-stage—-Framework.

1. Introduction

Shadow is a common phenomenon in nature, formed by
the light source being blocked by objects. It negatively af-
fects vision tasks such as detection [4] and object track-
ing [26] since dark objects are easily confused with shad-
ows [38]. Removing shadows is a meaningful and challeng-
ing task which has been long-term studied.

Traditional methods develop physical models to remove
shadows, viewing shadow pixels as the combination of their
illumination and reflection [8,9,13,14,25,26,33,37]. Hence,
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shadow-free pixels can be restored from the correspond-
ing shadow pixels through an estimation of their illumina-
tion parameters. Yet, estimating the parameters requires
user interactions [3, 37] and amounts of time, and thus
cannot meet the need of real-time and intelligent process-
ing. With the wide applications of convolutional neural
networks in recent years, many deep learning based meth-
ods [1,5,6,10,21,28,30] are proposed, which can be trained
in an end-to-end manner thanks to the public paired shadow
removal datasets [28,32]. Compared with traditional meth-
ods, deep learning methods can acquire better results with
less inference time consuming. However, due to the con-
tinuous illumination change in nature, it is hard to acquire
accurate paired shadow and shadow-free images. There-
fore, existing datasets for shadow removal lack diversity and
scale and impede the generalization ability of networks.

To overcome the limitation of existing shadow removal
datasets, some studies attempt to train the network in an
unsupervised manner [22, 32] with unpaired shadow and
shadow-free images. Yet, large spectral gaps may exist
between the domain of shadow and shadow-free images.
Models trained on such datasets may cause spectral dis-
torted results when applied to the real-world shadow im-
ages. Some studies [21, 23] then generate shadow and
shadow-free patches from existing shadow images, which
may need carefully filter out shadow patches with the guid-
ance of shadow masks. Another solution is enlarging the
paired shadow removal dataset with a shadow simulation
model [18]. However, these works are based on the statis-
tics of existing shadow removal datasets which cannot cover
all kinds of shadow patterns.

Inspired by that single-band shadow simulation can get
rid of complex relations among different bands [18], we
propose a simple yet robust single-band shadow simula-
tion method. Specifically, our proposed shadow simula-
tion method is a simple linear model whose parameters are
estimated for each given shadow-free image and shadow
mask. In such manner, we can apply our shadow sim-
ulation method to large amounts of shadow-free images
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with arbitrary masks to generate corresponding shadow im-
ages and acquire a large-scale training dataset. Further-
more, we propose a two-stage framework, Gray-to-Color
Shadow Removal Network (G2C-DeshadowNet) to decou-
ple the shadow removal tasks into single-band (grayscale)
shadow removal and grayscale image colorization. To make
full use of the global information of an image, we adopt
modified self-attention blocks [7] in our network design.
For the first stage, given an shadow image, our Grayscale
Enhancement Network takes as input a grayscale shadow
image and aims to generate the grayscale shadow-free im-
age with the gudiance of shadow mask. Then the Coloriza-
tion Network attempts to colorize the output of Grayscale
Enhancement Network with the guidance of residual infor-
mation from colored shadow image. Our contributions are
summarized as follows:

e We propose a simple yet robust shadow simulation
method to generate a large-scale paired simulated shadow
dataset from the Places2 dataset [39], with which, the
trained model gains better generalization ability.

e We propose a two-stage framework to decopule the
shadow remvoal task into grayscale shadow removal and
shadow regions colorization.

e The proposed shadow simulation and removal frame-
work acquires favorable shadow removal results against
state-of-the-art methods quantitatively and qualitatively on
ISTD+ [20], SRD [28] and SBU [31] datasets.

2. Related Work

2.1. Shadow Removal with Existing Shadow
Datasets

Traditional methods remove shadows by formulating
physical models with prior knowledge of shadows, such as
image gradient [9, 12] and illumination information [33,37].
In recent years, with the availability of paired shadow re-
moval datasets [28, 32], many studies have applied deep
learning methods [1, 5,6, 10,21,28] to the shadow removal
task by learning powerful features in an end-to-end manner,
contributing to a significant improvement from traditional
methods. Qu et al. [28] attempted to acquire shadow matte
for shadow removal with a multi-context embedding net-
work. Inspired by the stacked generative adversarial net-
work [36], Wang et al. [32] introduced a jointly shadow
detection and removal framework. Taking into considera-
tion of non-shadow information, Chen et al. [1] proposed
a contextual patch matching and transfer module to restore
the shadow regions with shadow-free regions as reference.
However, they heavily depended on the artificial design of
the patch matching step and their results are easily suffered
from blurriness. Le et al. [20] introduced a shadow im-
age decomposition workflow for shadow removal. Fu et
al. [10] further proposed an auto-exposure fusion model to

deal with shadows on a single image. Despite that the above
deep learning methods acquire satisfying results, most of
existing methods [10,20,28,32] seldom utilize the non-local
information, which can further facilitate image restoration.
In our framework, we acquire non-local information by
inserting the patch self-attention module. Such network de-
sign is beneficial for shadow removal, as demonstrated in
the ablation study. Besides, to reduce the solution space,
we proposed a two-stage framework to decompose shadow
removal into grayscale shadow removal and colorization.

2.2. Shadow Removal with Extensive Shadow
Dataset

Existing shadow removal datasets have limited amounts
of training data and lack diverse scene and shadow patterns.
Models trained with these datasets will be short in general-
ization ability. To get rid of the limiation of existing paired
datasets, unsupervised methods are proposed [16,21-23].
Hu et al. [16] proposed to remove shadows together with
generating shadows, which can be trained with unpaired
shadow and shadow-free images. Liu et al. [22] further
improved [16] by learning the light-related feature maps
to guide the removal of shadow. However, large gaps may
exist between the domains of shadow and shadow-free im-
ages. Shadow removal results of these models tend to have
spectral distortion issue. Le et al. [21] cropped shadow and
shadow-free patches from the same shadow images as the
training data to reduce the domain gaps between shadow
and shadow-free images. However, they use the shadow re-
gion as prior and suffer from a high computational load.

The other line of works is to enlarge the paired shadow
removal datasets by simulating shadow images [5, 18, 23].
Inoue et al. [ 18] obtained the the prior information of shad-
ows based on the statistics of ISTD dataset, and simulated
shadows on the collected shadow-free images with the prior
knowledge. The enlarged dataset can facilitate the model’s
performance. Cun et al. [5] trained a shadow simulation
network with ISTD dataset to generate realistic shadow im-
ages from shadow-free images given the shadow mask. Liu
et al. [23] proposed a CycleGAN-based method to gener-
ate shadows on the shadow-free regions of a shadow image
under the guidance of a mask. Although the scale and diver-
sity of the dataset are enlarged, the generated shadows have
similar patterns to those in the ISTD dataset [18]. Mod-
els trained with such enlarged datasets may not deal with
shadow patterns outside ISTD dataset.

Towards the real-world shadow removal with unknown
shadow patterns, we introduce a robust yet straightfor-
ward shadow simulation strategy to make shadow simula-
tion on the grayscale to reduce the complex relation model-
ing among different channels. With our shadow simulation
strategy, we can generate a large-scale and diverse shadow
removal training dataset. This shadow simulation dataset
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Figure 1. Overview of our two-stage framework. At the first stage, an RGB image is first transformed into grayscale and then concatenated
with the shadow mask as the input of the Grayscale Enhancement Network to generate the grayscale shadow-free image. At the second
stage, shadow mask, shadow-free grayscale image, and color shadow image serve as the Colorization Network’s input to colorize the

estimated grayscale shadow-free into RGB shadow-free image.

empowers our proposed two-stage framework adapting well
to the complex real-world scenario.

3. Method

Shadows have various patterns on different bands of an
image, and the relationships among different bands are hard
to establish [18]. Considering the above nature of shadows,
our proposed framework decomposes the shadow removal
task on RGB images into two stages: grayscale shadow re-
moval and colorization. At the first stage, we first trans-
form a color shadow image into grayscale and then restore
it into a grayscale shadow-free image by a Grayscale En-
hancement Network. At the second stage, we design a Col-
orization Network to colorize the grayscale shadow-free im-
age with the guidance of residual color information. In such
manner, our proposed method avoids modeling shadow re-
lations among different bands. The framework is illustrated
in Figure 1. Besides, we introduce a shadow simulation
method to generate a large-scale training dataset to adapt
for real-world shadow removal.

3.1. Grayscale Enhancement Network

At this stage, we restore the shadow image into the
grayscale shadow-free image by the Grayscale Enhance-
ment Network, which contains an encoder, several patch
self-attention blocks, and a decoder. The encoder first en-
codes the input grayscale image and shadow mask to high-
level features. The patch self-attention blocks then take the
high-level features to acquire contextual features empow-
ered with global information. Finally, the contextual fea-
tures are sent to the decoder to reconstruct the image.

The encoder consists of three groups of Conv-
BatchNormalization-ReLLU and three residual blocks [15].
The decoder part has three residual blocks followed by three
groups of Deconv-BatchNormalization-ReLU.

For the patch self-attention blocks, we draw the self-
attention idea from [35] and modify their self-attention
module into patch self-attention module to fit the shadow
removal task. Patch self-attation blocks can reduce the com-
putation cost and are suitable for the restoration task. The
feature maps from the encoder are first cropped into patches
and flattened into 1-D arrays. Three convolution layers then
process these 1-D arrays to acquire Key matrix, Query ma-
trix, and Value matrix for self-attention operation and fi-
nally reshaped back to the original shape. The patch self-
attention module is illustrated in Figure 2. The patch self-
attention block is stacked by four times to fully make use of
non-local information.

Given an RGB image, we first transform it into the
grayscale image by weighted summation across the chan-
nels:

I9Y = 0.31 % I*(R) + 0.59  I*(G) + 0.10 x I*(B), (1)

where I° and I°"" denote the color shadow image and
grayscale shadow image, respectively. R, G and B are three
channels of 7°. Then we formulate the shadow removal on
grayscale image as:

Ides,b’u) — Gl (Is,b’u)7 ]\4)7 (2)
where (G1 denotes the Grayscale Enhancement Network
whose output is the grayscale shadow-free image. M is the
shadow mask.
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Figure 2. Patch self-attention block.

Two loss functions are adopted in this stage. The first is
the pixel-level loss function, L1 loss :

L [Hldes,bw

—I"]1], 3)

pizel —

where 1" denotes the grayscale ground truth.
The second is the generative adversarial loss function
which aims to reconstruct the detailed information:

LY, = Ellog(1— Dy (I1%*"))] + E[log(D1 (I""))]. (4)

For the designation of D;, we adopt the discriminator
from Patch-GAN [19] and replace the batch-normalization
with spectral-normalization [24].

The total loss function can be described as:

Ltotal Lk + wlem:elv ®)

adv

where w; is a hyperparameter. We empirically set w; =
100.

3.2. Colorization Network

Colorization Network aims to colorize the grayscale
shadow-free image obtained from the first stage, with the
guidance of residual information from the color shadow im-
age. Colorization Network adopts the same network struc-
ture with Grayscale Enhancement Network except the input
layer. The colorization process can be formulated as:

Ides — (;vz(‘[s’Ides,bw“]\4)7 (6)

where (G5 denotes the Colorization Network which aims to
acquire color shadow-free result 79¢*,

For the model trained on our simulation dataset, to avoid
the negative effect of simulation input, the colorization pro-
cess is modified as :

19% = Go((1 = M) - I, 1% M), (7

The simulation process will be 1ntroduced in the Sec. 3.3.
We use the loss function Ltotal to optimize our Coloriza-
tion Network. :

Ly, = B[||1% — I]],]. ®)

BxCxHxW

3.3. Shadow Simulation

As mentioned in the Sec.l, existing shadow removal
datasets lack scale and diversity, constraining the general-
ization ability of models trained on them. We introduce
a simple yet robust shadow simulation method to generate
large amounts of shadow images from shadow-free images
and arbitrary masks for facilitating our G2C-DeshadowNet
training.

According to [29], pixels in an image can be determined
by the illumination and reflectance of corresponding posi-
tion. Pixels in non-shadow region can be expressed as:

I7*(A) = LY Ro(A) + LEA) Ry (N). ©9)

While pixels in shadow region can be expressed as:
L0V = a, LS R (V). (10)

LA(N), L2(N\), o, and R, ()\) are the direct illumina-
tion, ambient illumination, shadow matting and reflectance
of pixel x on A band, respectively. The relationship between
the same pixel under shadow and non-shadow condition can
be described as:

1
PN = —I3(\) + Lg (A Ra(N), (11)
o
which is a classic linear model.

Given the shadow mask M, Equation 11 can be further
described as [37]:

125(\) — p(M - " (X))
o(M - (V)

L) —p(M-1°(N)

o(M-I(\))

(12)

Let denote k(\) = :((]\1/\1/117{75((’\/\)))), then Equation 12 can be
simplified as:

L)

xT

= k)L (N) + (k(A) = k() (M - 1"*(N)).
13)
Given the shadow mask M, we only need k() to sim-
ulate shadows on the band A. Hence, three parameters are
required to simulate shadows on RGB images. However,
complex relationships among shadows in three bands exist
according to [18], and it is hard to model the relations be-
tween the parameters. To simplify the simulation, we make
the shadow simulation on the grayscale, which only needs
one parameter:

I;,bw _ k,2I;Ls,bw + (k _ kQ)/J,(M . Ins,bw). (14)

During training, k is empirically randomly sampling be-
tween 0.2 and 0.8.
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Figure 3. An example of simulated shadow images (a) and adjusted input (b). From left to right are the input, indicating mask and simulated

result/adjust input, respectively.

It’s worth noting that there still exists domain gaps
between simulated grayscale shadow images and real
grayscale shadow images. To reduce the gap, we further
adjust shadow regions of real grayscale shadow images and
generate the adjusted input. We assume that shadow regions
share a similar distribution with shadow-free surrounding
regions. We extract the shadow-free surrounding regions as
follows. The original shadow mask M is first empirically
dilated by 7 pixels as M97. The different set between M7
and M is denoted as the surrounding shadow-free regions,
M?. The pixel values of shadow regions is adjusted under
the guidance of M

u(Md . Is,bw)
p(M - Iobw)

s,bwl __
Ix - x

15)

1302 = kg I 4 (ko — kg)u(M - I"1). (16)

During inference, k is set as a fixed parameter ky = 0.64.

We simulate all shadow images by shadow-free images
from the Places2 dataset [39], which is rich in scale and
diversity. With our simulation strategy, our model can be
trained without real-world paired shadow dataset and ap-
plied for real-world shadow removal. An example of sim-
ulated image and adjusted input are shown in Figure 3 (a)
and (b), respectively.

4. Experiment
4.1. Experiment Settings

We conduct extensive experiments on several benchmark
datasets, including ISTD+ dataset [20,32], SRD dataset [28]
and SBU dataset [31], to compare our G2C-DeshadowNet
with state-of-the-art methods. For the SRD dataset, We
extract shadow masks from the differential map between
shadow and shadow-free images by Otsu [27] threshold,
which will be used for training and testing. SBU is a shadow
detection dataset and we use it for generalization ability
evaluation on real-world images.

(Is’bw—M(M-Is’bw))—FM(Md-IS’bw).

Evaluation Method. We resize the results to 256*256 and
compute the RMSE in the LAB color space like [20,23].
Implementation details. Adam optimizer is adopted to op-
timize our model’s parameters with a batch size of 1. First
momentum, second momentum and weight decay of Adam
optimizer are set as 0.9, 0.99 and 0.001, respectively. The
learning rate is set as 2 x 10~%. The training epoch is set as
200.

4.2. Comparison with Models Trained on ISTD+
Dataset

For fair comparisons, this section only compares super-
vised methods trained on the ISTD+ dataset [20], including
Yang [34], Gong [1 1], Guo [14], ST-CGAN [32], DSC[17],
SP+M-Net [20], CANet [1] and AEF [10]. The first first
methods need no shadow mask while the last four meth-
ods use shadow masks as reference in the shadow removal
process.All the compared results in the paper are obtained
from the corresponding authors, generated by their pro-
vided models or from their original papers. Table 1 shows
the quantitative results. Due to the lack of shadow masks,
methods without guidance of shadow masks show inferior
results compared with methods with guidance of shadow
masks. In the methods with shadow masks guidance, our
method gains the best RMSE scores in shadow regions and
the whole image and the second best RMSE scores in non-
shadow regions. Specifically, our method outperforms the
best two models, AEF [10] and SP+M-Net [20], by 1.5%
and 19.0%, respectively, in shadow areas, and surpasses
other methods by an even more significant extent. Note that
*QGong [11] is an interactive method which only modifies
the information of shadow regions and retains all shadow-
free information from shadow images.. *Vasluianu [30]
does not publish their codes. We reproduce and improve
their model by concatenating the shadow masks to input.

Figure 4 shows some visual results. Our method
can completely remove shadows and has better consis-
tent brightness and smoothness between shadow and non-
shadow regions. While the traditional method [14] fails
to remove shadows completely with several remaining ar-
tifacts. The possible reason is that it lacks global informa-
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V(a) Input (b)Guo[14]  (c) ST-CGAN [32] '(d) DSC[17]

(e) SP+M-Net [20]

h (g) Ours 7 (h) GT

(f) G2R [23]

Figure 4. Visual results on ISTD+ dataset. All models are trained in a supervised manner on ISTD+ dataset.

Method | Mask | Shadow Non-shadow | All |
Yang [34] No 24.7 14.3 15.9
Guo [14] No 22.0 3.1 6.1

ST-CGAN [32] No 13.4 79 8.6
DSC [17] No 9.2 6.3 6.6
*Gong [11] No 13.3 2.6 43
SP+M-Net [20] Yes 7.9 3.1 39
*Vasluianu [30] Yes 7.4 3.1 3.7
CANet [2] Yes 8.9 6.1 6.2
AEF [10] Yes 6.5 3.8 42
Ours Yes 6.4 29 3.5

Table 1. Quantitative results on ISTD+ dataset. The evaluation
metric is RMSE. The lower score indicates the better results.

| Method Shadow Non-shadow | Al |
DeshadowNet [28] 11.8 4.8 6.6
DHAN [5] 8.9 47 5.7
DSC [17] 10.9 5.0 6.2
AEF [10] 8.6 5.8 6.5
Ours 8.4 4.6 5.5

Table 2. Quantitative results on SRD dataset. Lower score means
better performance. The best results are highlighted in bold.

tion for scene understanding. Deep learning based meth-
ods, e.g. SP+M-Net [20], can acquire better results com-
pared with traditional methods. However, their results usu-
ally suffer from inconsistency between shadow regions and

(b) DHAN [5] (c) DSC[17]

(a) Input (d) Ours (e) GT

Figure 5. Shadow Results on SRD dataset.

shadow-free regions. Results of ST-CGAN [32] suffer from
severe color distortion and blurriness. The results of DSC
[17], exists obvious shadow boundaries between shadow
and shadow-free regions.

4.3. Comparison with Models Trained on SRD
Dataset

For fair comparisons on SRD dataset [28], we compare
our model with models trained on SRD dataset, including
DeshadowNet [28], AEF [10], DSC [17] and DHAN [5].

Table 2 reports the quantitative results on the SRD
dataset. The proposed method gains the best results
in shadow regions, shadow-free regions and all regions
compared with existing methods. Specifically, compared
with corresponding best methods (i.e., DSC, and DHAN),
our method reduces the RMSE scores of shadow region,
shadow-free region and all regions by 2.3%, 2.1% and
3.5%, respecitvely. Figure 5 shows visual results on the
SRD dataset. DSC [17] and DHAN [5] remain shadow ar-
tifacts in their results. In contrast, our method nearly per-
fectly removes all shadows.
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(a) Input (b) LGSN [22] (c)Leetal [21] (d) G2R [23]

(e) SP+M-Net [20]

(f) Ours* (g) Ours (h) GT

Figure 6. Shadow results on ISTD+ dataset. The comparison models are either trained in an unsupervised/weekly-supervised manner on
ISTD+ dataset. Ours* means our model trained on ISTD+ dataset. Ours is the model trained on simulated shadow dataset generated from

shadow-free images of Places2 dataset [39].

(a) Input (b) © (d) (e ®
Figure 7. Visual results beyond ISTD+ dataset. The compared
models are trained on ISTD+ dataset. From (b) to (f) are the results
of SP+M-Net [20], DHAN [5], G2R [23], our method trained on
ISTD+ dataset in a supervised manner, and our method trained on
the simulated shadow dataset.

4.4. Effectiveness of Shadow Simulation Strategy

This section quantitatively and qualitatively demon-
strates the effectiveness of our shadow simulation strat-
egy. We first compare our model trained on our simu-
lated shadow dataset and the ISTD+ dataset as well as sev-
eral unsupervised or weakly supervised methods or meth-
ods trained on extensive dataset, including G2R-ShadowNet
[23], Le et al. [21], DHAN+DA [5] and LGSN [22]. The
evaluation is performed on the ISTD+ dataset. As shown in
Table 3, our model trained on the shadow simulation dataset
obtains comparable results with that trained on the ISTD+
dataset and outperforms all other methods in shadow re-

| Method | Dataset | Shadow | Non-shadow | All |

| Ours* | Paired | 6.4 | 29 | 35 |
MaskShadowGAN [16] | Unpaired 10.8 3.8 4.8
LGSN [22] Unpaired 9.8 34 44
Leetal [21] - 9.7 3.0 4.0
G2R7 [22] - 8.8 3.6 45
DHAN+DA et al. [5] Paired 11.2 7.0 7.8
Ours - 8.6 32 42

Table 3. Quantitative results on ISTD+ dataset. The other meth-
ods are trained with unsupervised/weakly-supervised manner on
ISTD+ dataset or with extensive datasets. Ours* denotes that our
model trained on ISTD+ dataset. $Note we adopt the original out-
put of their model [22] for fair comparison just like other methods.

gions by a large margin. It’s worth noting that our model
trained on our shadow simulation dataset doesn’t use any
images from ISTD+ dataset, while all the compared meth-
ods use at least the shadow images or shadow-free images
from the ISTD+ dataset. Figure 6 displays some visual re-
sults. Our model trained on the simulation dataset can well
remove the shadows and restore the images more naturally,
even outperforming methods trained on the ISTD+ dataset.
It indicates that our shadow simulation dataset is beneficial
for shadow removal.

To further validate the generalization ability of our
model trained with the proposed simulation shadow dataset,
we compare our model trained on the simuated shadow
dataset with those trained on ISTD+ dataset and test on the
real-world SBU dataset [31]. We also compare our models
with G2R-ShadowNet [23], DHAN [5] and SP+M-Net [20],
which are trained on ISTD+ dataset. The visual results are
displayed in Figure 7. We observe that G2R-ShadowNet
[23], SP+M-Net [20] can hardly remove shadows in the im-
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ages outside ISTD+ dataset. DHAN [5] can partially re-
move the shadows and remain some residual shadow arti-
facts. Our method trained on ISTD+ dataset has less arti-
facts than other methods. Our model trained by simulated
shadow dataset can perfectly remove shadows in unknown
cases, indicating that our model design and shadow simula-
tion strategy can contribute to better generalization ability.

4.5. Ablation Study

We first conduct ablation studies on ISTD+ dataset to
validate the contribution of network design.

e G2C-DeshadowNet w/o D; : removing the discrimi-
nator D;.

e G2C-DeshadowNet w/o (G; : removing Grayscale En-
hancement Network (1 and discriminator D1, to evaluate
the effectiveness of our two-stage design.

e G2C-DeshadowNet w/o PST : removing all patch
self-attention blocks.

e G2C-DeshadowNet w/ 1PST : retaining only one
patch self-attention block in both Grayscale Enhancement
Network and Colorization Network.

The results are reported in Table 4. G2C-DeshadowNet
w/o G performs poorly in both restoration of shadow re-
gion and retainment of shadow-free region, confirming that
our two-stage design can greatly improves the shadow re-
moval results. G2C-DeshadowNet w/o D; works a lit-
tle worse than the full model, indicating that D; con-
tributes positively to our model. The accuracy of G2C-
DeshadowNet w/o PST is lower than G2C-DeshadowNet w/
1PST, which means that the patch self attention block can
make full use of non-local information to restore the shadow
region. G2C-DeshadowNet w/ 1PST has lower scores than
the full model, which confirms that stacking patch self-
attention blocks improves the shadow removal results.

We then conduct ablation studies for our shadow simu-
lation method. The variant models are trained on simulated
shadow dataset and test on the ISTD+ dataset.

e G2C-DeshadowNet w/o CA : removing color adjust-
ment introduced in Equation 16, and directly process the
real shadow images.

The evaluation results are reported in Table 5. Our full
shadow simulation and removal model outperforms G2C-
DeshadowNet* w/o CA by a large extent. The reason is that
shadows simulated by Equation 14 still have domain gaps
with real-world shadows. With our color adjustment step
to alleviate the domain gap issue, the adjusted real-world
shadow images can adapt to our model.

5. Conclusion

In this paper, we propose a robust shadow removal
model, i.e., G2C-DeshadowNet. The proposed model
first removes shadows in the grayscale and then colorizes
the grayscale shadow-free images with the guidance of

Method Shadow | Non-shadow | Al |
G2C-DeshadowNet w/o D1 6.7 3.2 3.8
G2C-DeshadowNet w/o G'¢ 8.4 5.5 6.0
G2C-DeshadowNet w/o PST 75 3.1 39
G2C-DeshadowNet w/ 1PST 6.6 32 3.8

Ours* 6.4 2.9 3.5

Table 4. Ablation studies of each component in our model. The
models are trained and tested on ISTD+ dataset.

Method Shadow | Non-shadow | Al |
G2C-DeshadowNet w/o CA 16.0 3.3 5.5
Ours 8.6 3.2 4.2

Table 5. Ablation studies for our shadow simulation strategy. The
models are trained on simulated shadow dataset and tested on
ISTD+ dataset.

(©)

Figure 8. Failure Cases. The first row shows some real-world
shadow images and the second row shows their results generated
by our model trained on the simulated shadow dataset. Our method
may fail in very dark shadow removal.

color shadow images. This workflow design improves
the accuracy and robustness of the model. Stacked patch
self-attention blocks are introduced in our model to further
utilize non-local information for more accurate restoration
results. The proposed method obtains state-of-the-art
results on ISTD+, SRD and SBU dataset. Moreover, we
introduce a novel shadow simulation strategy, with which
our framework can be trained without real-world shadow
removal dataset and applied to real-world shadow removal.
The shadow simulation strategy can further improve the
generalization ability of our model. Although our method
work well in most cases, it may fail when the shadow
regions are too dark as shown in Figure 8. In such case,
our model may be hard to acquire effective information
to restore the image. In future work, we will attempt to
establish more efficient shadow simulation model and
more powerful network for very dark shadow removal.
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