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Abstract

This paper reports on the NTIRE 2022 challenge on per-
ceptual image quality assessment (IQA), held in conjunc-
tion with the New Trends in Image Restoration and En-
hancement workshop (NTIRE) workshop at CVPR 2022.
This challenge is held to address the emerging challenge
of IQA by perceptual image processing algorithms. The
output images of these algorithms have completely differ-
ent characteristics from traditional distortions and are in-
cluded in the PIPAL dataset used in this challenge. This
challenge is divided into two tracks, a full-reference IQA
track similar to the previous NTIRE IQA challenge and a
new track that focuses on the no-reference IQA methods.
The challenge has 192 and 179 registered participants for
two tracks. In the final testing stage, 7 and 8 participat-
ing teams submitted their models and fact sheets. Almost
all of them have achieved better results than existing IQA
methods, and the winning method can demonstrate state-
of-the-art performance.

1. Introduction
Assessing the perceptual quality of an image is a funda-

mental requirement in the fields of image acquisition, trans-
mission, compression, reproduction, and processing. Image
quality assessment (IQA) methods are tools that use compu-
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tational models to measure the perceptual quality of images.
As the “evaluation mechanism”, IQA plays a critical role in
guiding the development of image processing algorithms.
However, distinguish perceptually better images is not an
easy task [48, 26, 25], especially as newly-appeared image
distortion types continue to challenge IQA methods, e.g.,
Generative Adversarial Networks (GANs) based algorithms
[24] and perceptual-oriented algorithms [32, 34, 61, 75].
IQA methods that are capable of automatically and accu-
rately predicting subjective quality are in demand nowa-
days.

This NTIRE 2022 Perceptual Image Quality Assess-
ment Challenge aims to push the developing state-of-the-
art perceptual image quality assessment methods to deal
with the novel GAN-based distortion types and gain new in-
sights. We employ the PIPAL dataset [26] in this challenge,
which is the only dataset including the results of perceptual-
oriented algorithms. The PIPAL dataset contains 200 ref-
erence images, 29k distorted images and 1.88 million hu-
man judgements. The large size and diversity of distortion
types of the PIPAL dataset allow us to benchmark these IQA
methods.

This is the second perceptual IQA challenge held at
the NTIRE workshop [28]. In the last challenge, several
submitted entries significantly outperformed existing meth-
ods and achieved state-of-the-art performance in the full-
reference IQA field. In this challenge, we included two
tracks. The first track is similar to the NTIRE 2021 IQA
challenge, focusing on full-reference methods. Considering
the wide range of application scenarios and demands of no-
reference methods, we set up a second track that focuses on
no-reference IQA methods. We anticipate this new track to
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push developing state-of-the-art no-reference IQA methods.
The challenge has 192 and 179 registered participants

for two tracks, respectively. Among them, 7 and 8 partici-
pating teams submitted their models and fact sheets in the
final testing stage, respectively. They introduce new tech-
nologies in network architectures, loss functions, ensemble
methods, data augmentation methods, and etc. We present
detailed challenge results in Sec 1.

This challenge is one of the NTIRE 2022 associ-
ated challenges: spectral recovery [2], spectral demo-
saicing [1], perceptual image quality assessment [27],
inpainting [50], night photography rendering [20], effi-
cient super-resolution [37], learning the super-resolution
space [41], super-resolution and quality enhancement of
compressed video [66], high dynamic range [47], stereo
super-resolution [59], burst super-resolution [6].

2. Related Work

Full-Reference Image quality assessment (FR-IQA).
FR-IQA methods evaluate the similarity between a distorted
image and a given reference image and have been widely
used to evaluate image/video processing algorithms. FR-
IQA methods follow a long line of works, the most well-
known of which is PSNR and SSIM [62]. SSIM introduces
structural information in measuring image similarity and
opens a precedent for evaluating image structure or feature
similarity. After that, various FR-IQA methods have been
proposed to bridge the gap between the results of IQA meth-
ods and human judgements [63, 69, 72, 52, 70]. Similar
to other computer vision problems, advanced data-driven
methods have also motivated the investigation of applica-
tions of IQA, such as LPIPS [74], PieAPP [49], WaDIQaM
[9], SDW [25] and DISTS [17]. The 2021 NTIRE chal-
lenge has also brought some excellent FR-IQA methods,
i.e., Cheon et al. [13] propose a transformer-based FR-IQA
method IQT and win the first place at the challenge, Guo
et al. [30] propose bilateral-branch multi-scale image qual-
ity estimation (IQMA) network, and Shi et al. [54] propose
Region Adaptive Deformable Network (RADN).

No-Reference Image quality assessment (NR-IQA). In
addition to the above FR-IQA methods, NR-IQA methods
are proposed to assess image quality without a reference
image. A typical NR-IQA is often based on natural image
statistics. Natural images usually follow these natural image
prior distributions, while distorted images often break such
statistical regularities. Variation of methods have been used
to extract natural image statistics [46, 43, 71, 51, 45, 73, 67].
In the era of deep learning, deep networks are anticipated to
replace hand-crafted feature extraction and learn statistical
priors on images, and many deep learning-based NR-IQA
methods are proposed [33, 10, 38, 58, 76, 7, 65, 55, 78, 77].

More related to this work, Blau et al. [8] combine two NR-
IQA methods, Ma [42] and NIQE [44] and propose the Per-
ceptual Index (PI) method to measure the perceptual qual-
ity of super-resolution results without reference image. Al-
though it can lead to the development of better perceptual-
oriented algorithms compared with other FR-IQA methods
that focus on evaluating distortion, its IQA performance is
still unsatisfactory. In this challenge, we set a new track
that focuses on NR-IQA methods and bring more advanced
NR-IQA methods to this field.

Perceptual-oriented and GAN-based distortion. In the
past years, benefiting from the invention of perceptual-
oriented loss function [32, 61] and GANs [24]. many photo-
realistic image generation and processing algorithms are
proposed [34, 61, 60, 75, 12]. These perceptual-oriented al-
gorithms greatly improve the perceptual effect of the output
image. However, they also bring completely new character-
istics to the output images. In general, these methods often
fabricate seemingly realistic yet fake details and textures.
They do not quite match the quality of detail loss, as they
usually contain texture-like noise, or the quality of noise,
the noise is similar to the ground truth in appearance but
is not accurate. The quality evaluation of such images has
been proved challenging for IQA methods [26]. Gu et al.
[26] contribute an IQA dataset called Perceptual Image Pro-
cessing ALgorithms dataset (PIPAL), including the results
of Perceptual-oriented image processing algorithms. This
data set is used to benchmark different IQA methods and is
used as the training and testing dataset in this challenge.

3. The NTIRE Challenge on Perceptual IQA

We host the NTIRE 2022 Perceptual Image Quality As-
sessment Challenge to push developing state-of-the-art FR-
and NR- IQA methods to deal with the novel GAN-based
distortion types, compare different solutions, and gain new
insights. Details about the challenge are as follows:

Tracks. We include two tracks: the FR-IQA track that fo-
cuses on evaluating full-reference IQA methods and a new
NR-IQA track for no-reference IQA methods.

• Track 1: The task of this track is to obtain an FR-IQA
method capable of producing high-quality perceptual
similarity results between the given distorted images
and the corresponding reference images with the best
correlation to the reference ground truth MOS score.

• Track 2: The task of this track is to obtain an NR-IQA
method capable of producing high-quality perceptual
quality results with the best correlation to the refer-
ence ground truth MOS score. Only distorted images
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Table 1. Quantitative results for the NTIRE 2022 Perceptual IQA challenge.

Rank Team Name Author/Method PIPAL-NTIRE22-Test
Main Score SRCC PLCC

Track 1: Full-Reference IQA

1 THU1919Group shanshan 1.6511 0.8227 0.8284
2 Netease OPDAI CongHeng. 1.6422 0.8152 0.8271
3 KS JustTryTry 1.6404 0.8170 0.8235
4 JMU-CVLab burchim 1.5406 0.7659 0.7747
5 Yahaha! FLT 1.5375 0.7654 0.7722
6 debut kele debut 1.5006 0.7372 0.7634
7 Pico Zen Komal 1.4504 0.7129 0.7375
8 Team Horizon tensorcat 1.4032 0.7006 0.7027

Baselines

IQT (NTIRE-21 Winner) 1.5884 0.7895 0.7989
LPIPS-Alex 1.1369 0.5658 0.5711
LPIPS-VGG 1.2278 0.5947 0.6331
DISTS 1.3422 0.6548 0.6873
SSIM 0.7530 0.3615 0.3915
PSNR 0.5263 0.2493 0.2769

Track 2: No-Reference IQA

1 THU IIGROUP THU IIGROUP 1.4436 0.7040 0.7396
2 DTIQA EvaLab. 1.4367 0.6996 0.7371
3 JMU-CVLab nanashi 1.4219 0.6965 0.7254
4 KS JustTryTry 1.4066 0.6808 0.7257
5 NetEase OPDAI wanghao1003 1.3902 0.6705 0.7196
6 Withdrawn submission anonymous 1.1828 0.5760 0.6068
7 NTU607QCO-IQA mrchang87 1.1117 0.5269 0.5848

Baselines

NIQE 0.1418 0.0300 0.1118
MA 0.3978 0.1737 0.2242
PI 0.2764 0.1234 0.1529
Brisque 0.5722 0.2695 0.3027

are given in this track, and no reference images are
available.

Dataset. Following NTIRE 2021 IQA challenge [28], we
employ a subset of the PIPAL dataset as the training set
and an extended version of the PIPAL dataset as the valida-
tion and the testing set. The PIPAL dataset includes tradi-
tional distortion types, image restoration results, compres-
sion results, and novel GAN-based image processing out-
puts. More than 1.88 million human judgements are col-
lected to assign mean opinion scores (MOS) for PIPAL im-
ages using the Elo rating system [19]. The original PIPAL
dataset includes 250 high-quality, diverse reference images,
and each has 116 different distorted images. We use 200
of the 250 reference images and their distorted images as
the training set (in total 200 × 116 distorted images). All
training images and the MOS scores are publicly available.

The validation set and the testing set are selected from
the extended version of the PIPAL dataset [28]. The val-

idation set contains 25 reference images and 40 distorted
images for each. The testing set contains 25 reference im-
ages and all the 66 distorted images for each reference im-
age. The newly collected distortion types are all outputs
of GAN-based image restoration algorithms or GAN-based
compression algorithms. In total, 3300 additional images
are collected. Note that for the participants, the training set
and the validation/testing set contain completely different
references and distorted images, ensuring the final results’
objectivity. Methods trained with additional labelled IQA
datasets (pre-training using non-IQA datasets such as Ima-
geNet is allowed) will be disqualified from the final ranking
for both tracks.

Evaluation protocol. Align with the challenge at NTIRE
2021 [28], our evaluation indicator, namely main score,
consists of both Spearman rank-order correlation coeffi-
cient (SRCC) [53] and Person linear correlation coefficient
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Figure 1. FR-IQA Track’s Scatter plots of the objective scores vs. the MOS scores. The curves were obtained by a third-order polynomial
nonlinear fitting.

Figure 2. NR-IQA Track’s Scatter plots of the objective scores vs. the MOS scores. The curves were obtained by a third-order polynomial
nonlinear fitting.

(PLCC) [5]:

Main Score = |SRCC|+ |PLCC|. (1)

The SRCC evaluates the monotonicity of methods that
whether the scores of high-quality images are higher (or
lower) than low-quality images. The PLCC is often used

to evaluate the accuracy of methods [53, 25]. Before calcu-
lating PLCC index, we perform the third-order polynomial
nonlinear regression as suggested in the previous works
[48, 26]. By combining SRCC and PLCC, our indicator
can measure the performance of participating models in an
all-round way.
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Figure 3. Analysis of FR-IQA methods in evaluating IR methods. Each point represents an algorithm. Higher correlations indicates better
performance in evaluating perceptual image algorithm.

Figure 4. Analysis of NR-IQA methods in evaluating IR methods. Each point represents an algorithm. Higher correlations indicates better
performance in evaluating perceptual image algorithm.

Challenge phases. The whole challenge consists of three
phases: the developing phase, the validation phase, and the
testing phase. In the developing phase, the participants can
access to the reference and distorted images of the training
set and also the MOS labels. This period is for the par-
ticipants to familiarize themselves with the structure of the
data and develop algorithms. In the validation phase, the
participants can access the reference and distorted images
of the training set and no labels are provided. The partici-
pants had the opportunity to test their solutions on the val-
idation images and to receive immediate feedback by up-
loading their results to the server. A validation leaderboard
is available. In the testing phase, the participants can access
to the reference and distorted images of the training set. A
final predicted perceptual similarity result is required before
the challenge deadline. The participants also need to submit
the executable file and a detailed description file of the pro-
posed method. The final results were then made available
to the participants.

4. Challenge Results
There are 8 and 7 teams participated in the testing phase

of the challenge for the track 1 and track 2, respectively.
Table 1 reports the main results and important information
of these teams. The methods are briefly described in Sec-
tion 5 and the team members are listed in Appendix B and
Appendix C. We next analyze each track’s result separately

4.1. Track 1: Full-Reference IQA Track

This is the second full-reference IQA challenge. In the
last challenge, IQT [13] won the championship on this track
using a transformer as the network backbone. This year,
we use a more complex validation and testing dataset. Ac-
cording to the results in Table 1, we can see that this year’s
submitted methods have generally achieved comparable re-
sults. All valid entries achieved higher correlation perfor-
mance than methods such as LPIPS [74], which are now
widely used. Three teams surpassed last year’s champi-
onship method. The champion team achieves an SRCC
score of 0.823 and a PLCC score of 0.828, refreshing the
state-of-the-art performance on PIPAL. Figure 1 shows the
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scatter distributions of subjective MOS scores vs. the pre-
dicted scores by the top solutions and the other 7 IQA met-
rics on the PIPAL test set. The curves shown in Figure 1
were obtained by a third-order polynomial nonlinear fitting.
One can observe that the objective scores predicted by the
top solutions have higher correlations with the subjective
evaluations than existing methods. In Figure 3, we show the
scatter plots of subjective scores vs. the top solutions and
some commonly-used IQA metrics for perceptual-oriented
algorithms. Recall that an important goal of this challenge
is to promote more promising IQA metrics for perceptual-
oriented algorithms. As can be seen, the top solutions gen-
erally perform better in evaluating the images in the testing
set. Among them, the correlation between the evaluation
of the champion solution and the subjective score reaches
0.967, which surpasses the champion’s performance of the
last year.

4.2. Track 2: No-Reference IQA Track

It is the first time an NTIRE challenge focuses on no-
reference IQA. NR-IQA is an indispensable part of algo-
rithm evaluation, but widely used algorithms only show
very limited performance on our test set. This year, we in-
clude this track to push the developing state-of-the-art NR-
IQA methods to fill this gap. According to the results in Ta-
ble 1, one can observe that all the valid entries surpass the
current state-of-the-art performance, and some even achieve
correlation performance comparable to FR methods. Fig-
ure 2 shows the scatter distributions of subjective MOS
scores vs. the predicted scores by the top solutions and
the other 3 NR-IQA metrics. The curves show compati-
ble conclusions. In Figure 4, we show the scatter plots of
subjective scores vs. the top solutions and some commonly-
used IQA metrics for perceptual-oriented algorithms. It can
be seen that the existing NR-IQA methods are not ideal in
evaluating algorithms. The works produced in this chal-
lenge received high correlation scores, which means that
these methods are closer to human judgment when used
to evaluate images generated by perceptual-oriented algo-
rithms. This also suggests that using these NR methods as
metrics can lead to more visually friendly results. Among
them, the correlation between the evaluation of the cham-
pion solution and the subjective score reaches 0.92, which
greatly improves the practical value of NR-IQA as an algo-
rithm metric.

5. Challenge Methods

We describe the submitted solution details in this section.

5.1. Track 1: Full-Reference IQA Track

5.1.1 THU1919Group

Team THU1919Group is the winner of the first track. They
develop an Attention-based Hybrid Image Quality assess-
ment network (AHIQ) to participate in the FR-IQA track.
As is shown in Figure 5, their network takes pairs of ref-
erence images and distortion images as input and consists
of three key components: the feature extraction module,
the feature fusion module and the pixel pooling module.
For the feature extraction module, the input pairs of refer-
ence images and distortion images first go through a vision
transformer backbone ViT [18] and a convolution network
(CNN) [31] for feature extraction. The convolution network
is used to retain more spatial information, and the trans-
former network captures global semantic features. In the
feature fusion module, the feature maps from later stages of
ViT are used to obtain an offset map for deformable con-
volution. A simple 2-layer convolution network is used to
project the feature after deformable convolution. In this
way, features from the early stages of CNN can be better
modified and utilized for further feature fusion. At last,
they propose the pixel pooling module to assess the qual-
ity of distorted images. The pixel pooling module contains
two branches. The first branch calculates scores for each
pixel, and the second branch calculates the weight of each
pixel score to the final evaluation score. By weighting all
the pixel scores, the final score can be obtained.

Their network contains 140 million parameters. For opti-
mization, they use the AdamW [40] optimizer with an initial
learning rate(LR) of 10−4 and weight decay of10−5. The
minibatch size is 8. During testing, different backbone net-
works and fusion approaches are used for ensemble, such as
models at different training epochs, directly concatenate the
feature maps from CNN and ViT without deformable con-
volution, and use inception-resnetV2 as feature extraction
and use ResNet152 as feature extraction.

5.1.2 Netease OPDAI

Team Netease OPDAI wins second place in the first track.
They build their method based on the winner solution of the
last year – the IQT network [13]. The difference is they con-
catenate the reference image and the distorted image instead
of the difference operation. They also introduce central dif-
ference convolution and Siamese network structure to ex-
tract features of the distorted image and reference image,
respectively. They use Swin [39] transformer as regression
layer. Finally, they incorporate a residual network using the
spatial gradient module.

For optimization, in addition to the conventional MSE
loss, they also learn the distribution of quality scores by
introducing the Kullback–Leibler scatter loss, and norm-in-
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Figure 5. The overview of THUIIGROUP1919 team’s Attention-based Hybrid Image Quality assessment network (AHIQ).

Figure 6. The network design of JMU-CVLab team’s method.

norm loss [36]. They also introduce three data enhancement
methods to help training. First, they dynamically optimize
the frequency of difficult samples depending on the model
fitting situation. Second, the model must adapt to random
color space variations to improve generalization. And third,
different positions of the distorted images are stitched to-
gether to increase the complexity of the dataset and to im-
prove the robustness of the model. Their method has more
than 276 million parameters.

5.1.3 KS

Team KS wins third place in the first track. They apply a
bag of tricks for the IQA method with newly-appeared dis-
tortions. Firstly, they designed a new Multi-Scale Image
Quality Network, called MSIQ-Net, to fully capture spa-
tial distributions of distortion characteristics. MSIQ-Net

takes a pair of distortion and reference images as input and
generates multi-scale features using an FPN-like module.
Among different scales, local texture distortion (e.g., noise
and blocking artifact) can be captured by low-level features,
while global distributed distortion (e.g., strange artifacts
generated by GAN) can be learned from high-level features.
A smooth module, which aggregates features adaptively, is
also attached for the final representation.

They attach great importance to data processing during
training. They discover that the labels of the training set
have an unbalanced distribution. To prevent the model from
being biased, they reconstruct the training data. First, for
images with low/high MOS scores, they perform data aug-
mentations (e.g., horizontal flip, rotation) and increase the
number of these images in the training set. Second, they
follow the way in PIPAL and select high-frequency patches
from SPAQ [21]. They then generate pseudo labels for these
patches using a model trained on the given data. These
patches, along with pseudo-labels, are added to the train-
ing process. Third, they apply a histogram equalization on
labels and obtain an even distribution.

For the loss functions, in addition to the commonly used
MSE loss, they also employ an extra PLCC-induced loss
[36]. Assume we have N images in the training batch.
Given the predicted quality scores Y ′ = {y′1, . . . , y′N} and
the subjective quality scores Y = {y1, . . . , yN} , the loss is
defined as

Lplcc =
(
1−

∑N
i=1(y

′
i − a′)(yi − a)√∑N

i=1(y
′
i − a′)2

∑N
i=1(yi − a)2

)
∗ 0.5,
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Figure 7. The framework design for feature extraction of Yahaha! team’s solution.

Figure 8. The framework of transformer of Yahaha! team’s solution.

where a′ and a are the mean values of Y ′ and Y , respec-
tively.

The KS team also adopt the model ensemble strategy.
Three main methods are used. First, by directly averag-
ing the weights of multiple models trained with different
hyper-parameters, the IQA model improves accuracy and
robustness. Second, due to the model capacity and diver-
gence, a single model may not make the perfect predictions
for a given dataset, suffering from specific noise or bias.

The combination can be implemented by averaging the out-
put of each model. A weighted combination will also do
the job, whose weights can come from linear regression or
other schemes. Third, various augmentation types, which
do not inflect the quality of images, are used for repeat pre-
dictions, including multi-crop, horizontal flip and random
rotation. The average score of multiple views is used for
the final prediction.
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Figure 9. The framework design of the Horizon team’s method.

5.1.4 JMU-CVLab

Team JMU-CVLab [15] proposes an IQA Conformer Net-
work by improving the IQT [13] architecture. They
use Inception-ResNet-v2 [57] network pre-trained on Im-
ageNet [16] to extract reference and distorted images fea-
ture maps. The network weights are kept frozen, and
a Conformer encoder-decoder is trained to regress MOS
using the MSE loss. In their network, the mixed5b,
block35 2, block35 4, block35 6, block35 8 and
block35 10 feature maps are concatenated for the refer-
ence and distorted images generating fref and fdist, respec-
tively. In order to obtain the difference information between
reference and distorted images, a difference feature map,
fdiff = fref − fdist is also used. Concatenated feature
maps are then projected using a point-wise convolution but
not flattened to preserve spatial information. They used a
single Conformer block [11, 29] for both encoder and de-
coder. The model hyper-parameters are: L = 1, D = 128,
H = 4, Dfeat = 512, and Dhead = 128. The input im-
age size of the backbone model is set to 192 × 192 × 3,
which generates feature maps of size 21 × 21. Their net-
work design is shown in Figure 6. They also adopt the
ensemble method to improve the performance of the final
method. Their final submission is an ensemble of the pro-
posed IQA Conformer Network and two pre-trained mod-
els: RADN [54], and ASNA [3].

5.1.5 Yahaha!

Team Yahaha! proposes a transformer-based full-reference
image quality assessment framework leveraging multi-level
features. The reference image and distortion image are fed
to the backbone network separately. Their feature maps
from different layers and difference maps of corresponding
feature maps are downsampled and concatenated together.
Then all these maps from different levels are fed to trans-
former layers for the joint training of distortion type predic-
tion and perceptual score regression. A Siamese-network
is used for extracting deep features from the reference im-
age and distorted image, as shown in Figure 7. A pruned
MobileNetv2 is used in this stage, and feature maps from 4

layers of MobileNetv2 are extracted for further processing.
Then the extracted features are fed to a Transformer net-
work to predict the final score, the architecture of which is
shown in Figure 8. The Transformer encoder contains multi
Transform layers, each consisting of a standard multi-head
attention module and a feedforward module. Besides, layer
normalization is adopted. The Transformer encoder is con-
nected with two different fully connected layers to predict
distortion type and opinion score, respectively.

For the optimization of the proposed method, they use
a loss function consisting of four loss functions: L1 loss,
cross-entropy loss, norm-in-norm loss [35] and relative-
distance loss. The number of parameters for their proposed
model is 68.853K. They also adapt ensemble strategy. The
full training set is divided into five parts. These five parts
are used as the validation set, while the other four parts are
used for training. After obtaining five models, the submitted
prediction scores for development and test are the average
prediction results of these five models.

5.1.6 debut kele

The debut kele team’s solution can be divided into two main
parts: feature extraction and regression modelling. For
the features, they extract different perceptual image qual-
ity metrics, which include SSIM, MS SSIM, CW-SSIM,
GMSD, LPIPSvgg, DISTS, NLPD, FSIM, VSI, VIFs, VIF,
MAD. Using gradient boosting trees, a regression model is
built based on the pre-calculated IQA results. The model’s
‘max depth’ parameter is set to 3, and the learning rate was
set to 0.01. In addition, the feature subsample and the sam-
ple subsample values were set at 0.7 to prevent overfitting.
The maximum iteration round is 10000, while the early-
stopping round is set at 500. In their experiments, VIFs and
VIF play a critical role than LPIPSvgg. Five-fold bagging-
based ensemble strategy is used in their experiments.

5.1.7 Team Horizon

The Horizon team propose a Multi-branch Image Qual-
ity Assessment Network that consists of three parallel
branches: (1) the full-reference pre-trained (FRP) branch,
(2) the full-reference non-pretrained (FRNP) branch and (3)
the no-reference (NR) branch. Both distorted and reference
images are fed as input for the full-reference branches (FRP
and FRNP), whereas in the no-reference branch, only the
distorted image is provided as input. In each branch, they
use a convolutional neural network-based encoder. In the
FRP branch, they use an encoder from a classifier trained on
ImageNet since these features are known to correlate well
with perceptual quality. The weights of the FRP encoder
are kept fixed throughout the training. They didn’t use pre-
trained encoders in FRNP and NR branches to enable the
learning of discriminative features from the training data.
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Figure 10. The model framework overview of the THU IIGROUP team.

Figure 11. The Channel attention block used in THU IIGROUP
team’s network.

Figure 12. The Patch Weighted Branch used in THU IIGROUP
team’s network.

Figure 13. The Multi Stage fusing SWIN Transformer based on
Siamese Network design proposed by team DTIQA.

Figure 14. The blind noisy student setup proposed by team JMU-
CVLab.

Full-reference branches extract features from both distorted
and reference images and compute pixel-wise differences
between distorted and reference features. But when the dis-
tortion is severe, computing pixel-wise difference, even in
feature space, may not be optimal due to spatial misalign-
ment. Hence, a No-reference branch focuses only on fea-
tures related to the distortion present in the query image.
The framework of the proposed method is shown in Fig-
ure 9.

5.2. Track 2: No-Reference IQA Track

5.2.1 THU IIGROUP

Team THU IIGROUP is the winner of the second track. In
their method, they first cut of the image with a small size
generates the global interaction between different regions
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Figure 15. The blind noisy student setup proposed by team JMU-
CVLab.

Figure 16. The method of an anonymous team.

of an image. It utilizes the pre-trained vision transformer
[18] as the feature extractor to attain the feature of different
patches from different positions. They select four layers of
the vision transformer output as the main features. Second,
to handle the difference among four layers, a channel atten-
tion block [68] is used to adjust the distribution of features
from these four layers. Then, to reinforce the local connec-
tion with image patches, a swin transformer block [39] is
applied to handle the perceptual quality of each patch. Fi-
nally, a regression head with two branches – patch score
branch and weight branch [10] – is used to predict the qual-
ity score and the importance of each patch. The final score
of the distorted image is generated by a multiplication. The
overview of the method is shown in Figure 10, the channel
attention block is shown in Figure 11, and the final patch
weighted branch is shown in Figure 12. They also employ a
bagging ensemble method. Three same models are trained
for ensembles. (1) The model M1 without finetuning. (2)
The model M2 finetune twice. (3) The model M3 finetune
only once. The weight of M1, M2, and M3 are 0.25, 0.55

and 0.2.

5.2.2 DTIQA

Team DTIQA wins second place in track 2. Their main con-
tributions can be divided into three parts. Firstly, they use
a multi-stage Swin Transformer as the baseline and fine-
tune the model on the PIPAL dataset. Secondly, several
training tricks are used to improve the performance. These
tricks include the loss function, data augmentation and test
time augmentation. For the loss function, both ranking loss
and regression loss are used. The regression loss is the
Euclidean loss (MSE). The ranking loss explicitly exploits
the relative ranking of image pairs available in the PIPAL
dataset. The loss is formulated as:

Lrank =
2

N

N∑
i=0

eŷ
2i−ŷ2i+1

I{y2i < y2i+1}.

For the training data augmentation, they use (1) random
cropping image into patches, (2) random rotation, (3)
weighted sampler to ensure that each batch sees a propor-
tional number of mos scores and (4) colorspace augmenta-
tion. For the testing augmentation, they employ (1) random
crop, then infer each image 80 times and get a harmonic
mean score and (2) resize the image to 256 with different
interpolation methods. Finally, they designed a model that
combines Transformer and CNN for multiple resolutions.
The framework of the proposed method is shown in Fig-
ure 13. As input to the Swin Transformer, they used the
flattened output of several blocks of EfficientNet. Embed-
ding and projection locations were also added to match the
Transformer dimension and expanded with dummy tokens
representing aggregated information.

5.2.3 JMU-CVLab

Team JMU-CVLab wins third place in track 2. In their
method [15], a simple CNN backbone ϕ takes a distorted
image x as input and aims to minimize the MOS y using
the following loss function from [4], where ϕ(x) = y′.

L = MSE(y, y′) + (1− Pearson(y, y′))

They argue that the overfitting problem is the main problem
in this track because there are only 200 reference images
for 23200 distorted images. They use several augmenta-
tion methods: Horizontal and vertical flips. Rotations of
90/180/270 degrees. Take a random crop of size (224, 224).
One of CutOut or GridMask as further regularization to en-
sure the model learns to assess the quality without look-
ing at the entire image. The main trick in their method is
called Noisy Student Training, a semi-supervised learning
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approach that extends the idea of self-training and distilla-
tion. They distinguish a teacher model trained with full-
reference pairs and a student model trained only with dis-
torted images. The process is as follows: (1) train a teacher
model using the PIPAL dataset with reference and distorted
pairs, (2) infer on unlabelled samples and annotate the im-
ages – these MOS annotations are noisy and called pseudo-
labels, (3) add the pseudo-labelled samples to the training
set, and (4) train a student model that takes the distorted
images as input and trained on the extended datasets.

The organizers note that the new data included in the so-
lution of team JMU-CVLab contain the validation images
from the NTIRE IQA challenge (2021 and 2022). These
data do not contain the final test data, but the distortion type
of these data is more similar to the distortion of the test data.
We note that this method has the possibility of not general-
ising well to other distortion types.

5.2.4 NetEase OPDAI

Team NetEase OPDAI uses Swin Transformer [39] as the
backbone. The Swin Transformer is pretrained on Ima-
geNet [16] dataset. The network can extract more expres-
sive features compared to Resnet [31]. The training uses
MSE loss and KL-divergence loss. They also use the en-
semble method to improve the final results. Two models
are used: (1) Swin Transformer Large-224 as the backbone,
2-layer transformer layer to predict MOS score; data aug-
mentation including flipping, cropping, and resizing, and
(2) Swin Transformer Tiny-224 as the backbone, 1-layer
transformer layer to predict MOS score; data augmentation
including flipping, cropping and resizing. In the model (2),
they remove the extremely hard distortion type. The results
of these two models are then averaged as the final result.

5.2.5 Withdrawn submission

This team withdrew their submission and remains anony-
mous in this report. Their method is shown in Figure 16
summarized as follow. They build an NR-IQA model based
on the model structure and loss of Transformers, Relative
Ranking, and Self-Consistency (TReS) [23]. They use a
pre-trained ResNeXt 101 model [64] on ImageNet [16] as
a feature extractor and fixed it during the IQA training pro-
cess. They use fast fourier convolution (FFC) [56, 14] so
that the model can employ both global and local contexts of
the image for quality assessment. FFC uses spectral trans-
form as well as 2D convolutions to increase the receptive
field size and to learn global context as well. The feature
map of each level calculated by the feature extractor goes
through normalization and FFC blocks. Then, these feature
maps are combined via pooling and concatenation, passed
through a transformer with positional encoding, and then
passed through fully-connected layers to be a score value.

For training, they use the L1 loss as the score difference loss
when training the model. In addition, a self-consistency loss
is used that allows similar feature vectors to be extracted for
the rotated image and a relative ranking loss that considers
sample ranking in a mini-batch which are used in TReS as
well. They add an extra loss that narrows the difference be-
tween the predicted score difference and the ground truth
score difference for every pair in the mini-batch. An Adam
optimizer with a learning rate of 2 × 10−5 is used, and the
learning rate is halved after every ten epochs.

5.2.6 NTU607QCO-IQA

The method of team NTU607QCO-IQA is also adapted
from [23]. This model contains a backbone to extract multi-
scale features and a linear layer neck to integrate features
and output the final scores. Based on this architecture, they
use the Res2Net [22] as the backbone. Furthermore, in the
loss function part, they not only apply the L1 loss but also
Pearson’s correlation loss [3] and triplet loss. The Pearson’s
correlation loss is helpful for the model to increase the per-
formance of PLCC. The triplet loss is used for surrogate
ranking. They use Adamw optimizer with the learning rate
of 0.0001 and the learning rate decrease of 0.1 every ten
epochs. The total epoch is 50 and takes 11 hours. The batch
size is 10. No data augmentation is used in the training
phase.
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