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Figure 1. Detailed architecture of the reblurring network.

1. Reblurring Network

The detailed architecture of the reblurring network is
shown in Fig. 1. Feature maps of the upper branch are
passed to a convolution layer to generate dynamic local fil-
ters for the lower branch, i.e. the spatial-variant blur kernels.
Then the feature maps of the lower branch are gradually re-
blurred until the final reblurred outputs. The parameters of
upper and lower branches are shared.

2. More Qualitative Comparison

In this section, we demonstrate more qualitative compar-
isons. Firstly, we look at the GoPro dataset [2]. In Figure 2,
Ours+ can recover the face and the body of the girl with
less distortion. In Figure 3, the original image contains ex-
tremely large motion, but Ours+ can remove most of the ar-
tifacts and obtain the sharpest image among the listed meth-
ods. In Figure 4, Ours+ can recover clearer and smoother
numbers on the plate.

Using the models trained on the GoPro dataset, we also
compare the qualitative performance of the methods on the
HIDE dataset [5], containing multiple moving human sub-
jects in the scenes. In Figure 5, Ours+ sharpens all the peo-

ple in the image with much less artifacts compared to the
other competing methods. Figure 6 shows that Ours+ de-
blurs the striped jacket closest to that of the ground truth.
In Figure 7, Ours+ provides a relatively better deblurring of
the car when compared with the other methods.

Lastly, we review some outputs from the Real-World
Blurred Image (RWBI) dataset [8]. In Figure 8, Our+ is
the only method that gives sharp output for both the Star-
bucks logo and the tree leaves that are close to the camera.
In Figure 9, only Ours+ and DeblurGANv2 [1] deblur the
letters written on the wall. However, DeblurGANv2 fails to
deblur the grass. In Figure 10, Ours+ can recover the poster
on the background with the highest quality.
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(a) Blurred input (b) Kupyn [1]

(c) Zhang [7] (d) Tao [6]

(e) Park [3] (f) Prohit [4]

(g) Ours+ (h) Sharp GT

Figure 2. Qualitative comparison using the GoPro dataset [2].
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Figure 3. Qualitative comparison using the GoPro dataset [2].
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Figure 4. Qualitative comparison using the GoPro dataset [2].
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Figure 5. Qualitative comparison using the HIDE dataset [5].
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Figure 6. Qualitative comparison using the HIDE dataset [5].
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Figure 7. Qualitative comparison using the HIDE dataset [5].
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Figure 8. Qualitative comparison using the RWBI dataset [8].
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Figure 9. Qualitative comparison using the RWBI dataset [8].
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Figure 10. Qualitative comparison using the RWBI dataset [8].
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