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1. f-stops Experiments on HDM-HDR-2014

Since we can synthetically create input LDR brackets
with different exposure times on HDM-HDR-2014, we also
evaluate the influence of different dynamic ranges in the
input on the performance of all evaluated baselines. Note
that, we keep the same exposure value for the mid-exposed
LDR image, and only modify the ± f-stops range for the
short- and long-exposed LDR images. Fig. 4 in the main
manuscript gives a concise overview of the Table 1, which
reports in addition to PSNR also the SSIM and LPIPS [12]
metric. It can be observed that our approach trained with
only ±2 f-stops range is outperforming the baselines trained
with ±4 f-stops range based on the SSIM and LPIPS metric
as well.

2. Limitations

As can be seen in Fig. 1, our recorded HDR-ERGB
dataset contains on purpose challenging samples with very
large non-uniform motion. In these samples, our proposed
method still faces some challenges in aligning correctly the
moving parts with the reference frame, partially due to sat-
uration in the moving parts. However, our methods still
achieves the best results compared qualitatively to all of the
tested state-of-the-art methods.

3. Licenses for Code and Dataset

As stated on the project page of HDM-HDR-2014 at
https://www.hdm-stuttgart.de/vmlab/hdm-
hdr-2014/#FTPdownload, the ”Academic and educa-
tional use of the HdM-HDR-2014 data set is free”. In our
code framework, we used several code packages which are
either under MIT or BSD-2-Clause License. We refer to the
submitted code for the corresponding source URL.

*equal contribution

4. HDR-ERGB Dataset
In this section, we describe in more detail how the se-

quences of our HDR-ERGB dataset were recorded using
a beam splitter setup containing an event and RGB cam-
era, see Fig 3. We show several examples of our dataset in
Fig. 2.

4.1. Synchronization

In our beam splitter setup, the event and RGB cameras
are hardware synchronized. Specifically, the RGB camera
sends a trigger signal at the start and end of each exposure
to our event camera, where those are recorded as external
trigger events. These trigger events contain a precise times-
tamp for the clock time of the event camera, that allows to
temporally synchronize the images with the event stream.

4.2. Calibration

To calibrate the setup, we use the E2Calib toolbox [7].
We initially record a checkerboard pattern with both cam-
eras. The toolbox then uses E2VID [9, 10] to reconstruct
intensity images from the asynchronous events, which are
temporally synchronized with the standard frames. The cal-
ibration tool Kalibr [2, 3, 6, 8] is then used to obtain the
intrinsics and extrinsics of both cameras. In a final step,
the cameras are rectified using the camera parameters of the
event camera. In practice, the event and RGB camera still
have a small parallax (< 1mm) in the z-direction of the cor-
responding camera coordinate system. However, since our
HDR-ERGB dataset does not contain scenes recorded at a
close distance to the camera, the stereo rectification pro-
vides pixel-accurate alignment.

4.3. Ground Truth HDR Acquisition

As described in the paper, we record bracketed LDR im-
ages and events in two steps. In the fist step, we record a
set of 9 bracketed LDR iamges on a steady tripod, which
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Table 1. Quantitative comparison with state-of-the-art multi-bracket HDR approaches on the synthetic HDM-HDR-2014. The input LDR
images are simulated with different f-stops to evaluate the performance with changing dynamic range in the input. Our methods outperforms
all of the baselines, even showing a better performance compared to the baselines provided with more dynamic range information in the
input.

±2 f-stops ±4 f-stops

Method PSNR-µ↑ SSIM-µ↑ LPIPS↓ PSNR-µ↑ SSIM-µ↑ LPIPS↓
Kalantari [4] 31.34 97.41 0.056 40.16 98.23 0.029
AHDR [11] 39.03 98.76 0.029 39.95 98.68 0.021
ADNet [5] 39.30 98.82 0.027 40.16 98.95 0.020
Ours 42.71 99.02 0.023 47.49 99.24 0.013

Figure 1. Challenging example of our HDR-ERGB dataset. All of the tested methods struggle to correctly align the motion information
from the LDR brackets to the reference frame. Nevertheless, our methods generate quantitatively the HDR image closest to the ground
truth.

are then used to create the HDR ground truth. In step
two, events and three LDR brackets are recorded contain-
ing camera and scene motion in form of moving persons.
This way, the first LDR frame of the dynamic sequence
is aligned with the ground truth HDR frame. In order to
achieve this, a one second pause was introduced in between
the first and second LDR image to allow the photographer
and people in the shot to react. To construct the HDR
ground truth from the N = 9 static LDR images, a sim-
ple triangle weighting scheme was adapted from [1] and [4]
to merge the images. The LDR images were first linearized
using the inverse camera response function and divided by
the normalized exposure to map them into the HDR domain.
Hi = Iγi /ti with ti being the exposure time of the image
divided by the shortest exposure time in the sequence. In
our notation the exposures are sorted from the shortest ex-
posure time with index i = 0 to the longest exposure time
with index i = N . The images Hi are then averaged with a
weighted average scheme inspired by [1] and [4].

Hgt =

∑N
i=0 αi(p) ∗Hi(p)∑N

i=0 αi(p)
(1)

The weights αi are obtained from the triangle functions de-
picted in Fig.4 evaluated on the i-indexed LDR image.
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Figure 2. Our recorded dataset includes samples containing only camera motion (top row), only scene motion (second top row) and
combined camera and scene motion (third and last row).

Figure 3. The beamsplitter setup used to record our new HDR-
ERGB dataset. It combines an event and RGB camera by project-
ing the scene via a beamplitter mirror to both cameras.
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Figure 4. The triangle functions used as weights α to generate the
ground truth HDR image.
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