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Abstract

The Text-to-Image retrieval task plays an important role
in bridging the gap between vision and language modal-
ities. This task is challenging and far from being solved,
because of the large visual-semantic discrepancy between
language and vision. Recent studies on vision-language
contrastive learning have shown that it can effectively learn
good representations from massive image-text pairs. How-
ever, most existing methods simply concatenate image and
text features as input and resort to the deep network to learn
the visual-semantic relationship between image and text in
a brute force manner. The insufficient alignments informa-
tion pose a challenging weakly-supervised learning task,
and results in only limited accuracy in previous methods.
Motivated by the observation that the salient objects in an
image can be accurately detected and are often mentioned
in the paired text, in this paper, we propose a novel cross-
attention transformer that uses objects detected in image as
anchor points and prior to significantly ease the learning
of image-text alignments, and thus boost the text-to-image
search accuracy. In addition, unlike the query-dependent
architectures adopted by most previous methods, our pro-
posed method is query-agnostic and is thus significantly
faster in the inference process. The extensive experiments
on Flickr30K and MSCOCO captions datasets demonstrate
that our proposed method can outperform the SOTA method
while preserving the inference efficiency.

1. Introduction
The Text-to-Image retrieval task is one important re-

search area aiming at bridging the gap between vision and
language. Methods have been proposed recently for ob-
taining a better understanding of the cross-modality align-
ment and higher accuracy in the cross-modal retrieval
task [2, 3, 5, 8, 9, 12, 16, 21, 24]. Pre-training with tremen-
dous image-sentence pair datasets [4, 10, 11, 13, 15, 17, 23]
and cross-modal alignment architecture using benchmark
datasets [5,9,21] are the two primary streams of methodolo-
gies for creating the semantic space for vision and language

modality.
The pre-training strategies that use a large number of

image-sentence pairs [11, 15, 17] is capable of obtaining
better understanding of the semantic meaning of the visual
modality. However, directly applying the pre-trained model
directly into the Text-to-Image retrieval task is hard because
either the high cost of fine-tuning of the large pre-trained
model with hundreds of millions of parameters or the unsat-
isfactory performance of zero-shot classification with pre-
trained model on the benchmark datasets is usually not a
common solution for this task.

The cross-modal alignment architecture [5,9,21] is often
lightweight and more efficient compared to the pre-trained
model. Moreover, the cross-modal alignment architecture
commonly utilizes the region features to improve the capa-
bility of catching the local information so that the model
may focus on more details that are significant in matching
the image with distinct words. Nonetheless, the commonly
used feature extraction networks like ResNet [7], VGG [19],
Faster-RCNN [18], and Bottom-up Attention Model [1] are
not able to utilize any pre-defined semantic space to obtain
a better performance.

Therefore, in this paper, we propose an algorithm to
combine the pre-trained semantic image embeddings with
regional semantic features via a cross-attention transformer
to enhance the performance of the Text-to-Image retrieval
task. The well pre-defined semantic space is utilized as
the initialization for our method and the model is easier to
be trained compared to the pre-trained model. The cross-
attention transformer takes the semantic image embedding
as the query and the semantic regional features as the key
and value to maintain and enhance the global informa-
tion with local information. Furthermore, the proposed ap-
proach is built on a query-agnostic retrieval architecture,
which is more efficient than query-dependent cross-modal
alignment methods. The flowchart of the proposed model is
illustrated in Fig. 1

The main contribution of our paper can be concluded as:

• We propose an algorithm to collaborate the semantic
image and region embeddings for Text-to-Image re-
trieval task.
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Figure 1. The Flowchart of our proposed algorithm: the regional features are extracted by Detic [25] pre-trained model and the sequence
of the regional features are encoded with the Self-Attention based encoder. Then the encoded regional features are fed into the Cross-
Attention based decoder as key and value while the extracted image embedding from the pre-trained image encoder [11] model are taken
as the query to obtain a new encoded image embedding. The model is trained with contrastive loss which is depended on the original text
embedding from the pre-trained text encoder [11] model and the encoded image embedding out of the cross-attention decoder.

• To our knowledge, we are the first to utilize a cross-
attention transformer to encode the image embeddings
as queries and region embeddings as keys and values.

• Our proposed algorithm can outperform the SOTA
cross-modal alignment model in Flickr30K and
MSCOCO captions dataset.

2. Related Work

In recent years, more and more researchers proposed the
pre-training strategy in the multi-modal learning area [4,10,
11, 13, 15, 17, 23, 25, 26]. The pre-trained model is able to
be applied to many downstream tasks like Text-to-Image
Retrieval, Visual Question Answering, Image Captioning,
and etc. However, the pre-training strategy requires huge
amount of paired data [11, 15, 17] which is costly and is
more suitable as an initialization rather than fine-tuning in a
relatively small benchmark dataset, which may result in the
overfitting issue. Furthermore, the alignment of objects and
word tokens is usually not known throughout the training
process due to the expensive and time-consuming acquisi-
tion of massive amounts of paired image-sentence data. As
a result, the lack of regional information leads to a degrade
of the semantically image understanding in detailed infor-
mation. Some experiments conducted in this paper show
the limitation of directly applying the pre-trained model on
the benchmark datasets with linear probe. Details can be
found in Section 4

Cross-modal alignment architecture aims at achieving
better performance on the benchmark datasets with more

sophisticated architecture designing [5, 9, 16, 21, 24]. Com-
pared to the pre-training strategy, the cross-modal align-
ment commonly utilizes the regional information as the
model inputs and thus improving the performance of the
Text-to-Image retrieval task. However, the commonly used
feature extraction networks like ResNet [7], VGG [19],
Faster-RCNN [18], and Bottom-up model [1] do not take
into account any pre-defined semantic space so the training
process is constrained by the training dataset and the do-
mains between the training and testing set are suffering the
shifting problem which will impact the performance.

Our proposed method is designed to overcome the dis-
advantage of both strategies and we mainly compared our
proposed method with the cross-modal alignment architec-
ture methods since we do not fine-tune the feature extraction
backbone network during the training process. Detailed in-
formation will be discussed in the following section.

3. Methodology
In this paper, we propose a cross-attention transformer

to collaborate the pre-trained semantic image embeddings
and the semantic regional features. As we mentioned in
Section 1 and 2, there are several popular and powerful
vision-language pre-training models [11, 15, 17] which are
trained with billions of image-sentence pairs. Those well
pre-defined semantic spaces are good initialization for our
algorithm and we utilize the [11] as the image and text en-
coder to obtain the features respectively. The image and text
features can be represented as:

I = Fimg(image) (1)

4970



T = Ftxt(text) (2)

where the Fimg and the Ftxt are the pre-trained image and
text encoder. The I and T are the image and text features in
the pre-defined semantic space respectively.

For the pre-trained regional feature extraction, we uti-
lize the Detic [25], which is an open-vocabulary object de-
tection model, to collect the semantic regional information.
The open-vocabulary object detection task can be regarded
as the ’zero-shot learning’ in object detection task since the
Detic is trained with semantic label information in the pre-
trained space [17] as the box label classification weights.
As a result, the feature extracted from each proposal can
be thought of as holding semantic meaning. Furthermore,
since the object detection model is able to detect very small
objects with a low resolution which are normally trivial for
the Text-to-Image retrieval task, we constrain the number
of detected regional features by their area proportion to the
entire image size. One of the extracted regional features can
be represented as following:

Oi =

{
Fobj(image), if Area(obji)

Area(image) > α

skip, otherwise
(3)

where the Fobj is the regional feature extraction function
from the Detic which obtain the features for each valid
bounding box proposal. The Area(obji) and Area(image)
is the area of ith object and the entire image respectively,
and α is the pre-defined area proportion. From the Eq. 3
we can find that the number of regional features varies de-
pending on the image, thus we pre-define a list with a fixed
number to store all the regional features of all the images
and pad the list with zeros and mask if the number of re-
gional features is less than the fixed number just as what the
language models commonly do. More detailed settings will
be disclosed in Section 4. Therefore, the regional features
can be presented as following:

O = [O0, O1, ..., Oi] (4)

where i is the fixed length of the list of the regional features.
Then all the features are taken as inputs for the cross-

attention transformer architecture. The proposed cross-
attention transformer is consists of two structures, the en-
coder and the decoder. The encoder takes the regional fea-
tures as input and the regional features are projected into the
same space, which the semantic image embeddings hold,
before being fed into the encoder. The projection can be
defined as:

Ô = Fproj(O) = [Ô0, Ô1, ..., Ôi] (5)

where the Fproj is the linear projection from the pre-trained
semantic object space to the semantic image space.

Encoder: the encoder is constructed with several at-
tention blocks which is built upon the Multi-Head Self-
Attention mechanism (MHSA) with layer normalization
(LN), feed forward network (FFN) and residual shortcuts.
The query, key, and the value of the MHSA are all the Ô and
the corresponding masks. Therefore, each attention block
can be described as following:

q = k = v = LN(Ô) (6)

X = Ô +MHSA(q, k, v,mask) (7)

X̂ = X + FFN(X) (8)

where q, k, v is the query, key, and value for the MHSA re-
spectively. The mask is the mask for the sequence of the
regional features. The X̂ is the final output of each atten-
tion block module. For the Encoder, we stack several at-
tention blocks together to encoder the sequence of regional
features.

Decoder: the decoder has the same architecture as the
encoder. The only difference is the input query changes
from the regional features to the semantic image embed-
dings (i.e. I in Eq. 1) and the key and value is the encoded
regional features (i.e. X̂ from Eq. 8). It can be explained
as the image embeddings are weighted by the semantic re-
gional features so that the image embeddings will contain
semantic local information. The attention block in the de-
coder can be presented as following:

q = LN(I), k = v = LN(X̂) (9)

Y = I +MHSA(q, k, v,None) (10)

Ŷ = Y + FFN(Y ) (11)

where None in Eq. 10 means the mask is not required for
the image query and Ŷ is the final output of the decoder.

The entire model is guided by the same contrastive loss
in the [11, 15, 17]. The contrastive loss takes similarity ma-
trix of the image and text embeddings as input and try to op-
timize the cosine similarity between paired and non-paired
data. The contrastive loss can be represented as following:

LI−T = − 1

M

M∑
log

exp (S(Ŷ , T )/τ)∑M
expS(Ŷ , T )

(12)

LT−I = − 1

M

M∑
log

exp (S(T, Ŷ )/τ)∑M
expS(T, Ŷ )

(13)

L =
LI−T + LT−I

2
(14)

where M is the batch size, the τ is the temperature hyper-
parameter and S is the similarity matrix of (image, text)
pairs which is computed by text embeddings T and re-
weighted image embeddings Ŷ . LI−T and LT−I is the
image-to-text and the text-to-image loss respectively.
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Table 1. The Performance of the Retrieval Task on Flickr30K

Method name Image-to-Text Retrieval Text-to-Image Retrieval
R@1 ↑ R@5 ↑ R@10 ↑ R@1↑ R@5 ↑ R@10↑

SCAN [9] 67.4 90.3 95.8 48.6 77.7 85.2
SGM [20] 71.8 91.7 95.5 53.5 79.6 86.5

CAAN [24] 70.1 91.6 97.2 52.8 79.0 87.9
DPRNN [3] 70.2 91.6 95.8 55.5 81.3 88.2
MMCA [21] 74.2 92.8 96.4 54.8 81.4 87.8
IMRAM [2] 74.1 93.0 96.6 53.9 79.4 87.2
SHAN [8] 74.6 93.5 96.9 55.3 81.3 88.4

SGRAF [5] 77.8 94.1 97.4 58.5 83.0 88.8
MEMBER [12] 77.5 94.7 97.3 59.5 84.8 91.0

DIME [16] 81.0 95.9 98.4 63.6 88.1 93.0
PreTrain-linear-prob 82.3 96.9 98.8 65.1 89.9 93.4

Ours 88.9 98.2 99.2 73.6 92.9 96.2

4. Settings and Experiments

In this paper, we evaluate our algorithm with the
Text-to-Image retrieval task on two benchmark datasets:
Flickr30K [22] and MSCOCO captions [14]. There are
123,287 photos in the MSCOCO dataset, and each image
has five annotated captions. There are 113,287 photos for
training, 5000 images for validation, and 5000 images for
testing in the dataset. The results are reported by testing
on the full 5K images. There are 31,783 photos in the
Flickr30K collection, each with 5 captions. We use the
train-test split as described in [6].

In our paper, we adopt the commonly used Recall at K
(R@K), which is defined as the proportion of queries with
a ground-truth ranking in the top K. Our evaluation metrics
are R@1, R@5, and R@10 demonstrating in the paper.

Settings: we fix the length i of the list of the regional
features as 5 and 10 for Flickr30K and MSCOCO respec-
tively. The area ratio α of selecting regional feature is set
to 0.1. The temperature in loss function is 1. The number
of attention blocks in the encoder and decoder is set to 6
and the dimension of pre-trained image embeddings and re-
gional features are 256 and 512 respectively. The number
of attention heads in MHSA is 8 and the batch size is 32.
We utilize the AdamW optimizer and the learning rate is set
to be 10−6.

Experiments: we compare our algorithm with sev-
eral cross-modal alignment architectures, SGRAF [20],
SCAN [9], CAAN [24], DPRNN [3], MMCA [21],
IMRAM [2], DIME [16], SGM [20], MEMBER [12],
SHAN [8]. The performances of Text-to-Image retrieval
task on two datasets are shown in the Table. 1 and Table. 2.

From both tables, we can observe that our algorithm can
outperform the other baseline methods by at least 7.9% in
R@1 on Flickr30K and 8.5% in R@1 on MSCOCO 5K
dataset. Furthermore, we conduct the linear probe experi-
ment with the pre-trained model [11] on both datasets. Sur-
prisingly, only a simple linear probe learning method of the
pre-trained model can outperform the SOTA cross-modal
alignment methods. Nevertheless, the performance of our

Table 2. The Performance of the Retrieval Task on MSCOCO 5K
(*note: since DPRNN [3] and SHAN [8] do not present the results
on the MSCOCO 5K dataset, so we do not cite them in the table)

Method name Image-to-Text Retrieval Text-to-Image Retrieval
R@1 ↑ R@5 ↑ R@10 ↑ R@1↑ R@5 ↑ R@10↑

SCAN [9] 50.4 82.2 90.0 38.6 69.3 80.4
SGM [20] 50.0 79.3 87.9 35.3 64.9 76.5

CAAN [24] 52.5 83.3 90.9 41.2 70.3 82.9
MMCA [21] 54.0 82.5 90.7 38.7 69.7 80.8
IMRAM [2] 53.7 83.2 91.0 39.7 69.1 79.8
SGRAF [5] 58.8 84.8 92.1 41.6 70.9 81.5

MEMBER [12] 54.5 82.3 90.1 40.9 71.0 81.8
DIME [16] 59.3 85.4 91.9 43.1 73.0 83.1

PreTrain-linear-prob 62.2 86.6 92.7 47.4 75.2 84.4
Ours 67.8 89.0 94.2 52.4 78.5 86.7

Table 3. The performance of inference speed on MSCOCO 5K

Method Time (second)
query-dependent 6349.5
query-agnostic 167.2

proposed model demonstrates that regional or local infor-
mation is crucial in the Text-to-Image retrieval task as well.

In Table. 3, we conduct a simple but interesting exper-
iment to show the difference in inference speed between
query-dependent and query-agnostic models. We build a
dummy model with the same architecture except for the fi-
nal loss function. The contrastive loss is replaced with a
Binary Cross-Entropy loss that requires both text and im-
age information, making the model query-dependent rather
than query-agnostic. Then we run the evaluation on the
MSCOCO and the inference speed is shown in the Table. 3.
We can see that the query-agnostic model is much faster
than the query-dependent model in inference stage.

Ablation: another ablation experiment is conducted by
learning with only Detic features. The results are not shown
in the table since the search ranking acts like a random
guess. This inferior performance reflects that the semantic
image features is crucial for improvement of those cross-
modal alignment methods in Text-to-Image retrieval task.

5. Conclusion
In this paper, we propose an algorithm that combines

the pre-trained semantic regional features with semantic im-
age embeddings by utilizing the cross-attention based trans-
former for the Text-to-Image retrieval task. The experi-
ments on both Flickr30K and MSCOCO show the better
capability of the proposed model in the acquisition of im-
age understanding. Furthermore, unlike the common query-
dependent cross-modal alignment methods, our model can
do the inference process in a query-agnostic fashion which
is significantly faster.
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