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Abstract

Translational invariance induced by pooling operations
is an inherent property of convolutional neural networks,
which facilitates numerous computer vision tasks such as
classification. Yet to leverage rotational invariant tasks,
convolutional architectures require specific rotational in-
variant layers or extensive data augmentation to learn from
diverse rotated versions of a given spatial configuration.
Unwrapping the image into its polar coordinates provides a
more explicit representation to train a convolutional archi-
tecture as the rotational invariance becomes translational,
hence the visually distinct but otherwise equivalent rotated
versions of a given scene can be learnt from a single im-
age. We show with two common vision-based solar irra-
diance forecasting challenges (i.e. using ground-taken sky
images or satellite images), that this preprocessing step sig-
nificantly improves prediction results by standardising the
scene representation, while decreasing training time by a
factor of 4 compared to augmenting data with rotations. In
addition, this transformation magnifies the area surround-
ing the centre of the rotation, leading to more accurate
short-term irradiance predictions.

1. Introduction

The presence of clouds in the sky induces a short-term
spatiotemporal variability in the production of solar energy.
Their complex spatial distribution and temporal dynamics
add to the difficulty of accurately predicting cloud displace-
ments, and thus precisely forecasting solar energy yield, e.g.
from photovoltaic or concentrated solar thermal electricity
converting systems. Consequently, accounting for the high
spatiotemporal solar irradiance variability caused by clouds
is crucial for the integration of solar energy in the electric
grid, or for off-grid hybrid systems, which use a fuel backup
generator when the solar output is insufficient.

This short-term variability can be predicted from videos
of the cloud cover taken by hemispherical sky cameras on
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Figure 1. Undistorted image of the sky taken by a fish-eye cam-
era and its polar transformation (raw data are shared by SIRTA
laboratory [8]).

the ground [4, 31] or geostationary satellites [9]. The for-
mer provides local predictions with a high temporal reso-
lution up to 20-min ahead, whereas the later gives hours-
ahead predictions with a spatial resolution of up to 2-3 km?
(Figure 2). These vision-based approaches are better suited
for prediction than time series from photovoltaic production
monitoring or upstream pyranometric in-situ measurement
(pyranometer: device used to measure the local solar irradi-
ance), which have no intrinsic ability to predict sun covering
by incoming clouds.

Invariances are key in computer vision as they can be in-
tegrated in the modelling as inductive biases to facilitate a
learning process. For instance, in addition to being transla-
tionally equivariant due to weight sharing (a translated in-
put results in similarly translated feature maps), a convo-
lutional neural network using pooling layers is also trans-
lationally invariant, i.e. its prediction is unaffected by in-
put translations. Disregarding the position of the object in
the image significantly simplifies classification tasks, which
share similar translational invariance properties, by avoid-
ing learning to recognise an object for every possible posi-
tion in the image.
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Figure 2. Greyscale satellite image centred on SIRTA’s Labora-
tory (48.713° N, 2.208° E) [5] and corresponding representation
in polar coordinates.

Definition A task 7 is invariant with respect to an equiv-
alence relation ~ ! on X if:

Ve, o' e X, o~ = T(x) =T(2).

However, in some computer vision tasks such as solar
energy forecasting, the position of objects is key. A prin-
cipal component analysis on the learnt spatiotemporal rep-
resentation of the sequence of past images has shown that
the horizontal and vertical positions of the sun account for
the 2nd and 4th principal components respectively [26] (see
Figure G.1). The position of the sun in the sky and notably
its zenith angle directly indicates the level of extra terrestrial
irradiance and the amount of air mass crossed by the solar
radiation. Hence, it is key to estimate the clear-sky down-
welling irradiance (the component of radiation directed to-
ward the earth’s surface).

In addition, since the direct component accounts for most
of the solar radiation, we expect the zenith angular distance
from the centre of the sun to clouds to be of crucial im-
portance to anticipate critical events. The azimuthal posi-
tion of the clouds with respect the sun’s position is, on the
contrary, of much less importance. For these reasons, tradi-
tional techniques take the position of the sun in the image
as a reference to read the spatial configuration and tempo-
ral dynamics of the cloud cover [19, 33]. To some extent,
the problem of irradiance forecasting from sky images can
therefore be considered as rotationally invariant around the
sun (polar invariance): the angle from which a cloud is ap-
proaching the sun has little impact on the resulting irradi-
ance change. For similar reasons, local irradiance forecast-
ing from satellite images can be approximately seen as in-
variant to rotation around a point of interest on the globe (a
solar facility for instance).

Contributions We introduce the SPIN method (Simpli-
fying Polar Invariance for Neural Networks) to show the
benefit for convolutional architectures of representing a ro-
tationally invariant scene with polar coordinates in the con-
text of video analysis. We propose the translation and ver-

'A binary relation ~ on a set X is said to be an equivalence relation,
if and only if it is reflexive (x ~ x), symmetric (z ~ x’ < x’ ~ x) and
transitive (x ~ 2z’ and 2’ ~ 2"’ = x ~ z'’).

tical flip as data augmentation techniques for this polar rep-
resentation but also temporal flip to leverage the temporal
invariance of the problem. We compare it with other trans-
formations and data augmentation approaches never before
tried in deep irradiance forecasting from all-sky cameras:
sun-centred images, a close-up on the circumsolar area and
rotations to leverage the rotational invariance in the image
by learning from more diverse cloud-sun spatial configura-
tions. Two irradiance forecasting challenges using ground-
taken sky images or satellite images are shown to greatly
benefit from representing their corresponding scene with
polar coordinates centred on the point of interest in the im-
age, i.e. the sun in the sky image or a solar farm in the
satellite image (see Figure 2).

2. Prior work

Vision-based solar irradiance forecasting As well as
traditional computer vision techniques to model cloud dis-
placement based on cloud detection and tracking in a se-
quences of sky images [ 1,22, 30] or satellite observa-
tions [20], recent studies have tried to learn the cloud cover
dynamics from training end-to-end various types of neu-
ral networks from past sequences of hemispherical sky im-
ages [13, 16,37, 38]. Benefiting from recent advances in
deep learning (DL) and an increased availability of large
sky images datasets [8, 14, 23, 29] and satellite data, past
works have reported high forecasting scores [6,25,37]. The
common setup is based on supervised learning: a convolu-
tional architecture is trained to extract features from a se-
quence of past images (sky images or satellite images) and
colocated/concomitant time series of pyranometric mea-
surements, to predict future frames and/or future solar ir-
radiance levels [26, 32]. Based on the assumption that the
neural network will be able to extract relevant features from
raw images, input images are rarely preprocessed before
being given to the model. In some studies, images taken
by fish-eye cameras are unwrapped on a rectangular reg-
ular grid assuming for example, median cloud heights to
limit the impact of the distortion on the scene representa-
tion. This provides cloud shape and trajectory consistency
across the sequence of frames [26]. Recently, some data
augmentation techniques (e.g. noise injection, colour space
transformations and mixing of images) have been applied
to this forecasting task but no significant improvement was
observed [21].

Polar invariance Although a rotational invariance around
the point of interest is critical, it is not explicitly given to the
neural network which has to comprehend a similar event (a
cloud hiding the sun or covering the solar facility) multiple
times for different positions of the cloud around the sun (or
around the power plant in satellite images). A common but
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Figure 3. From left to right: 1. Raw undistorted image of the sky taken with a fish-eye camera, 2. Image centred on the sun’s position,
3. Close up on the circumsolar area and 4. Polar coordinates. On top the different transformed images and below the corresponding
properties diagrams (the white dashed area highlights the gain of leveraging the polar invariance with rotations) taking into account: 1.The
polar invariance of the problem, 2. The central position of the sun in the scene, 3. The information close to the sun and 4. A wide view on

the more distant part of the image.

expensive way to learn this invariance would be to augment
data by training the model on rotated versions of images
around the sun (or the facility in the satellite image). Alter-
natively, one can turn this rotational invariance problem into
a one of translational invariance by representing the scene
with polar coordinates (see Figure 1) [2]. With this new
configuration, the problem becomes invariant by translation
along one axis (the argument coordinate), hence is more
suited to analysis by convolutional layers. More than a data
augmentation technique [34], this transformation applied to
rotationally invariant scenes is a more efficient way to learn
a task invariance than data augmentation through rotations
(which was not shown in common applications [12]) and
does not require model tweaks [15]. Additionally, this in-
troduces a distortion in the scene representation resulting in
an increased size of the region of interest (the circumsolar
area in the sky image or the area surrounding the facility in
the satellite image) relative to the rest of the image.

3. Methodology
3.1. Datasets

Irradiance data Irradiance data were generated over a 3
year time window from 2017 to 2019 at SIRTA’s lab [8].
It was measured by a pyranometer and reported as a per
minute average. Solar irradiance can be predicted from both
sky images or satellite images with computer vision.

Sky Images Sky images were generated over the same
time window at SIRTA’s lab. Images were taken by a hemi-
spherical sky camera (EKO SRF-02) with a 2-min tempo-
ral resolution. To tackle the strong distortion induced by
the fish-eye lens, images were undistorted [28]. This pro-
vides cloud shape and trajectory consistency in consecutive
frames as explained in the introduction. The segmentation
of images into 5 classes (sky, clouds, sun, saturation and
frame) following the method presented in [26] can be briefly
summarised as follows: the image is first binary classified
into cloud and sky pixels using the Hybrid Thresholding Al-
gorithm (HYTA) [10, 18], then the sun tracker [28] is used
to segment the sun if visible. Remaining saturated pixels
are classified as saturation. Finally, RGB and segmented
images are cropped and downscaled from 768 x 1024 to a
128 x 128 pixel resolution.

Satellite Images The set of greyscale satellite images
used in this study was obtained from EUMETSAT [24]
(Meteosat SEVIRI Rapid Scan image data ?). These 256 x
256 pixel images cover a 4.4°(latitude) x 4.4° (longitude)
area centred on SIRTA’s laboratory (48.713° N, 2.208° E)
(Figure 2). The dataset comprises 148 days in 2017 (train-
ing set) and 198 days in 2018 (validation and test sets) with
a 5-min temporal resolution.

Zhttps://navigator.eumetsat.int/product/EQ:EUM:DAT:MSG:MSG15-
RSS
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3.2. Image transformation and data augmentation

Polar Transformation (SPIN) The transformation of
RGB and segmented images into their polar representations
is depicted in Figure 1. The centre of the rotation in raw
images are respectively the centre of the image in satellite
images and the centre of the sun in sky images, which is
obtained from a tracking method [28]. The radius r ranges
from O to half of the original image’s width W in both cases
and the polar angle 8 from 0 to 360°. In practice the original
W x H x 3 image is first mapped to a W/2 x r x 3 image
then downscaled to 128 x 128 x 3 (dimension of the input
images in this study). Given the typical "U” shape trajec-
tory of the sun in the sky image (see [28]), the bottom half
of the frame is more often visible in the polar transforma-
tion than the top half. To keep the resulting dark area in the
corners of the resulting transformed image, the direction of
the reference angle (@ = 0) is set to the downward vertical.

This transformation introduces several modifications in
the representation of the scene, which might impact the per-
formance of the learning (see Figure 3). First, the critical
role of the sun position regardless of its visibility (e.g. hid-
den by a cloud) relative to the rest of the sky is taken into
account to standardise the scene. Second, the rotational in-
variance of the problem around the sun is leveraged by turn-
ing it into a translational invariance problem. With this rep-
resentation, the rotated versions of a given sun-clouds (or
solar farm-clouds) spatial configuration can be learnt by a
convolutional neural network (CNN) without the need to
augment the data. Finally, the transformation distorts the
representation of the scene leading to a magnifying effect
on the circumsolar area (CSA; area directly surrounding the
sun or the solar plant). To disentangle the impact of each
aspect of the transformation, we compare the SPIN method
with the following intermediate transformations:

Image centred on the Sun (Sky images) To standardise
the scene with respect to the position of the sun, we centre
sky images on its position using the sun tracking algorithm
(second panel in Figure 3).

Close-up on centre of the rotation Building upon the
sun-centred image transformation, we disentangle the mag-
nifying effect on the CSA by training models on a close-up
of the original image. The new representation depicted in
the third panel of Figure 3 corresponds to a fourth of the
original image size.

Data augmentation Finally, to leverage the rotational in-
variance of the problem, we perform random rotations of
the input images to generate visually diverse samples from
a single spatial configuration. This preprocessing step is
applied to sun-centred images, the close-up on the CSA as

well as on undistorted images to evaluate the effect of the
resulting data augmentation. Although augmenting a polar
coordinates image with vertical translations would generate
redundant samples for a CNN, it provides some diversity
by revealing the clouds split into two at the top and bottom
edges of the image.

To compare all transformations keeping the model un-
changed, each transformed image is eventually re-scaled to
a 128 x 128 x 3 pixel resolution.

3.3. Metrics

Forecast Skill Comparing the performance of forecast-
ing methods evaluated in different conditions is problematic
due to confounding effects of multiple variables: weather
conditions, localisation, time of the year or of the day,
etc. To partially overcome these limiting factors, a stan-
dard evaluation method in solar energy forecasting is to
estimate the relative performance of a model with a refer-
ence mode [36]. The most common baseline is an adapta-
tion of the persistence model (PM) called the smart persis-
tence model (SPM). Whereas the PM predicts no irradiance
changes over a given forecast window AT (Equation 1),
the SPM takes into account diurnal changes of the extra-
terrestrial irradiance given by a clear-sky model [3] (Equa-
tion 2).

I(t+ AT) = I(t) (1)

1)
Iclr (t)

I represents the measured irradiance and I is the pre-
dicted irradiance. I..(t) is the corresponding clear-sky ir-
radiance (without considering cloud) only accounting for
the solar zenith angle and the optical transparency state of
the atmosphere (or turbidiity). This is a modelled irradi-
ance that is totally exogeneous from this study (McClear
model [17]). Given the errors of a model Error,,,q4.; and
of the baseline Errorgpjys based on a given metric (RMSE,
MSE, MAE, etc.), the forecast skill (FS) is computed as fol-
low:

It +AT) = ke(t) Iy (t + AT) with k(t) = )

E moae
Forecast Skill = 1 — —HOTmodel 3
EI‘I‘OI‘SP]\/[

Although better able to generalise a model performance,
the FS still has limitations [35]. Particularly with DL ap-
proaches, architectures tend to face a frequent time lag cor-
related with low anticipation skills [25]. This greatly de-
creases their applicability to real world applications.

Temporal Distortion Index

To quantify this temporal misalignment, [7] introduces
the temporal distortion index (TDI). Based on dynamic time
warping, this metric quantifies temporal distortion by lo-
cally warping a times series (e.g. predictions of the model)
to resemble another (e.g. ground truth). The resulting TDI
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RMSE | [W/m?] (Forecast Skill 1 [%])

95% Quantile |, [W/m?]

Forecast Horizon 2-min 6-min 10-min 2-min  6-min  10-min
Smart Pers. 93.3 (0%) 129.7 (0%) 146.2 (0%) 201.1 304.8 356.9
Raw 85.4 (8.4%) 98.3 (24.2%) 110.4 (24.5%) 1849 218.2 2448
Raw + Rotations 78.6 (15.8%) 93.6 (27.8%) 105.5 (27.8%) 168.6 2059  238.6
CSA 80.4 (13.8%) 97.0(25.5%) 109.8 (25.1%) 169.9 2174 244.1
CSA + Rotations 77.1 (17.3%) 93.5(27.9%) 107.3 (26.6%) 161.2 2059 240.0
Sun-Centred 81.0(13.2%) 94.1 27.4%) 106.6 (27.1%) 1744  206.8 235.1
Sun-Centred + Rotations 74.9 (19.8%) 89.2(31.2%) 102.7 (29.8%) 157.8 196.1 227.4
SPIN 74.3 (20.4%) 89.3 31.1%) 102.9 (29.6%) 156.6 196.6  230.3
SPIN + Translations 71.8 23.1%) 87.2(32.8%) 101.0 (30.9%) 149.1 1922 2240

Table 1. Performance comparison of the different image transformations based on ECLIPSE 2, 6 and 10-min ahead irradiance predictions

from sky images.

is defined as a percentage relative to the maximal distor-
tion. It indicates if the forecasting is, on average, late or in
advance, and to what extent.

95% Quantile Anticipating sudden events correspond-
ing to large irradiance shifts is critical to mitigate the effect
of the solar production variability. In a hybrid power plant
configuration, for instance solar panels with a diesel gener-
ator, the fossil fuel backup has to warm up for a few minutes
before being able to cover a low solar yield and get synchro-
nized to the local frequency of the isolated grid. To assess
the performance of the model on these extreme events, we
report the 95% quantile of the sorted list of absolute errors.

3.4. Models

The different transformations presented in this study
are evaluated based on the performance of three DL irra-
diance forecasting models: a CNN [27], a convolutional
long short-term memory network (ConvLSTM) [25] net-
work and ECLIPSE [26]. The CNN and ConvLSTM de-
signs are similar: a spatio-temporal representation of the
input sequence of past images is learnt through a set of con-
volutional layers, pooling layers and recurrent modules (for
the ConvLSTM). It is then decoded into a single future irra-
diance value. Instead of predicting a single irradiance value,
ECLIPSE is trained end-to-end to recursively predict the se-
quence of future segmented images and corresponding irra-
diance levels (Table B.3). This state-of-the-art design was
shown to reduce forecast time lag, while improving quanti-
tative performances [206].

3.5. Model Training

Samples with low solar elevation (less than 10° above the
horizon) are not used in this study. The remaining samples
are split in distinct sets as follows.

Sky Images The model is trained on data from 2017 and
2018 (180,000 samples) and evaluated on even days from
2019 (20,000). The remaining odd days from 2019 are kept
for testing (20,000). In addition, the TDM metric is tested
on 200 windows randomly sampled from test days. Each
window comprises 100 consecutive samples and is 3h20m
long.

Satellite Images The model is trained on data from 140
days in 2017 (16,000 samples) and validated on even days
from 2018 (5,000). The remaining odd days from 2018 are
retained for testing (5,000). In addition, the TDM met-
ric is tested on 100 windows randomly sampled from test
days. Each window comprises 50 consecutive samples and
is 4h10m long.

4. Results
4.1. Quantitative Performances

The impact of each transformation on model predic-
tions is evaluated through the performance of three models
(CNN, ConvLSTM and ECLIPSE) on three forecast hori-
zons (2, 6 and 10-min ahead). The scores of each config-
uration (Transformation x model x forecast horizon) are
reported as their average over two trainings with different
random initialisations (Tables E.1 and E.1). The results of
ECLIPSE presented in Table 1 are analysed in greater de-
tail as it is the best performing model on most indicators,
but all three models display similar trends regarding image
transformation and data augmentation.

Although centring the image on the sun provides a con-
siderable performance increase on all forecast horizons
compared to the raw image (Figure 4), the polar transfor-
mation provides the largest gain. Interestingly, the impact
of each transformation on the model predictions depends
on the horizon of the prediction. As the forecast horizon
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Figure 4. 2, 6 and 10-min ahead FS of ECLIPSE predictions for
different sky image transformations.

increases, the range of FS narrows: a difference of 12% at
2-min (from 8.4 to 20.4%), but only 5.1% at 10-min (from
24.5 t0 29.6%). Ultimately, we expect all transformations to
perform similarly on longer time horizons as current obser-
vations provide less information on the longer-term states
of the cloud cover. This point is highlighted by the perfor-
mance of ECLIPSE on the CSA transformation relative to
the sun-centred image (Figure 4). Whereas the CSA trans-
formation leads to a better performance on the 2-min fore-
cast (13.8 against 13.2%), it is outperformed on longer time
horizons by the sun-centred image (25.1 against 27.1%),
which provides more information on distant clouds. Sim-
ilarly, the distortion observed in the SPIN scene represen-
tation seems to account for some of the FS gain on the 2-
min ahead predictions: clouds surrounding the sun are more
visible given the magnification of the CSA in polar coordi-
nates.

Interestingly, data augmentation (rotation or vertical
translation) consistently benefits predictions with an in-
creased FS (Figure 5) and a smaller temporal distortion
(Figure 6). Considering that the different rotated versions of
a given sun-clouds configuration are learnt by a CNN from
a single sample in polar coordinates, the benefit of translat-
ing the SPIN representation to reveal clouds split at the edge
of the image is smaller than that of rotating the other trans-
formations (Raw, Circumsolar and Sun-centred sky images)
to learn from the resulting set of altered spatial configura-
tions. This results in up to four times faster training for
SPIN compared to the sun-centred representation with rota-
tions for similar performances (Figure 7).

4.2. Prediction Curves

We compare the different transformations on the 2 and
10-min ahead prediction curves. Regarding the longer hori-
zons, all transformations break the persistence barrier (i.e.

32
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IEEm ECLIPSE (with data augmentation)

30
28 1
261
24
224
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Circumsolar Area Sun Centred SPIN

Forecast Skill (using RMSE)

Figure 5. ECLIPSE 10-min ahead FS with and without data aug-
mentation (rotation or translation) applied to the different transfor-
mations of sky images.
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Figure 6. Time distortion index for the different sky image trans-
formations averaged over the 2, 6 and 10-min ahead ConvLSTM’s
predictions.

are able to foresee events before they happen and decrease
time lag below the forecast horizon) except for the CSA
(Figure F.2). This is understandable as a close-up on the
sun provides little information on distant clouds which are
more likely to impact longer-term temporal variability.

In addition, transformations magnifying the circumsolar
area (CSA and SPIN) appear to induce a more accurate con-
comitant irradiance estimate, benefiting shorter term fore-
casting (2-min). In Figure F.1 for instance, the CSA and
SPIN predictions remain close to the ground truth, whereas
the raw image and sun-centred transformation lead to a high
bias (> 100 W/m?) over large time windows.
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Figure 7. Impact of data augmentation on the training time for the
different transformations averaged over the 2, 6 and 10-min ahead
ECLIPSE predictions. Data augmentation has limited effect on
SPIN’s training time contrary to other transformations.

4.3. Visualisation of the Encoded Spatiotemporal
Representation

We perform a principal component analysis (PCA) on
the spatiotemporal representation of the past sequence of
sky images (see Figure 8). The first principal components
are similar to those of raw sky images identified by [26] (see
Figure G.1). In particular, the position of the sun seems to
be extracted from the size and position of the black area
(frame) in SPIN images. This indicates that the critical in-
formation of the sun position can be retrieved from polar
representations, while it would be partly lost in rotated sky
images.

4.4. Satellite Images

DL applied to satellite imagery is key for longer-term
irradiance forecasting up to 1-2 hours, because of its rapid
data processing at inference time compared to heavy numer-
ical weather models, which need more time to reach steady-
state simulation [1]. In this study, ECLIPSE is trained on
the 10 to 50-min ahead forecasts with a 10-min temporal
resolution from greyscale satellite images, the correspond-
ing cloud index map and irradiance measurement (included
as a third input channel). Table C.3 shows that models per-
form significantly better when based on the past irradiance
levels, which can be done by inputting past measurements
or by predicting the upcoming variation in irradiance levels
instead of directly predicting absolute values.

Table 2 shows that both image transformation and data
augmentation benefit irradiance forecasting in this new set-
ting. The SPIN transformation leads to FS gains on predic-
tions from both raw and close-up images on all horizons.
Contrary to previous results on all-sky cameras, data aug-

(a) PC1: Extent of the cloud coverage.

=T

(b) PC2: Vertical position of the black area (frame) in the image. This indicates the
position of the sun in the image, hence the level of clear-sky downwelling irradiance.

LB

R )

(c) PC3: Horizontal extent of the black area (frame) in the image. Similarly to PC2, this
correlates with the sun position: the shorter the black tail, the further the sun from the
horizon line, hence the higher the clear-sky downwelling irradiance. Contrary to PC2,

this feature is invariant by vertical translation.

"

)

(d) PC4: Spatial variability of the cloud cover: from fully sunny (or fully cloudy) to partly

cloudy.

Figure 8. Four principal components of the spatio-temporal rep-
resentation encoded by the model (with SPIN method). They re-
spectively account for 8.6%, 6.2%, 4.4% and 2.8% of the variance.
The variability of each component is illustrated with images draw
from the distribution, from low to high values

Forecast Skill 1 [%]

Forecast Horizon | 10-min 30-min 50-min
Raw 8.5 6.5 6.3
Raw (+R) 12.1 12.2 13.7
SPIN 12.2 12.5 14.1
SPIN (+T) 12.1 13.9 17.1
Close-up 10.3 10.6 11.8
Close-up (+R) 10.9 11.1 18.0
SPIN Close-up 13.8 14.3 14.8
SPIN Close-up (+T) 13.6 14.4 18.0

Table 2. Performance benchmark of the different satellite image
transformations based on ECLIPSE 10, 30 and 50-min ahead irra-
diance predictions averaged over a 5-min period (R : rotations, T :
translations)

mentation on satellite images benefits all settings but the
10-min ahead predictions from polar coordinate representa-
tions (SPIN and SPIN close-up). This could be explained
by the low level of cloud motion for shorter-term horizons,
which could be learned without data augmentation.
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Figure 9. Temporal invariant task: predicting the past from a given
sequence is as challenging as predicting the future. Training se-
quences are flipped with a probability of 0.5 to augment the data.

Forecast Skill 1 [%]
Forecast Horizon | 2-min 6-min 10-min
SPIN 21.4 322 30.2
SPIN (+TF) 232 329 30.6
SPIN (+7T) 222 325 30.5
SPIN (+T&TF) 26.0 337 31.7

Table 3. Performance benchmark of the different sky image trans-
formations based on ECLIPSE 2, 6 and 10-min ahead irradiance
predictions averaged over a 5-min period (T : translations, TF :
Temporal flipping). Due to missing data, samples with missing
past instances were discarded, which is why the scores of the SPIN
baselines are different from other experiments.

4.5. Temporal invariance

Another key invariance in vision-based irradiance fore-
casting is the temporal invariance: from a given sequence of
images, predicting past measurements is as challenging as
predicting future measurements (Figure 9). To test that hy-
pothesis, we augment the training data by reversing or not
reversing input sequences with a probability of 50% (both
directions are seen by the model across multiple epochs).
Despite a 20 to 40% increase in training time, results show
a benefit on all forecast horizons of using temporal flipping
as a data augmentation technique. Notably, the shorter the
horizon the higher the FS gain: +1.8% at 2-min, +0.7% at 6-
min and +0.4% at 10-min (for SPIN with and without tem-
poral invariance).

4.6. Vertical flip

We experimented vertical flipping as another type of data
augmentation (training images were randomly flipped ver-
tically with a probability of 50%) combined with rotation
and translation. The results presented in Table 4 show that,
although rotations and translations provide a more consis-
tent gain, flipping images improves the baseline by about
1% FS on all horizons. Combining vertical flipping with
translations provides mixed results with no FS gain on the 6
and 10-min ahead horizons. Similarly to the temporal flip,
the shorter the horizon, the higher the FS increase.

S. Discussion

This study compares different image transformations in
the context of rotationally invariant tasks. The character-
istics of the different representations and the use of data

Forecast Skill 1 [%]

Forecast Horizon | 2-min 6-min  10-min
SPIN 20.4 31.1 29.6
SPIN (+VF) 238 323 304
SPIN (+7) 231 328 30.9
SPIN (+T&VF) 242 319 30.8

Table 4. Performance benchmark of the different sky image data
augmentation techniques (T : translations, VF : Vertical flip) based
on ECLIPSE 2, 6 and 10-min ahead irradiance predictions

augmentation leads to variable performance gains regarding
forecast skill, clear-sky irradiance level estimation, tempo-
ral misalignment or training time. Regarding these aspects
of irradiance forecasting, further investigations would fo-
cus on the impact of transformations’ parameters such as
the scaling factor for the CSA transform or the maximum
radius for SPIN. In addition, we expect that combining the
different representations as multiple input channels would
further improve the predictions.

Furthermore, this learning strategy is likely to advance
the generalisation properties of a model to observations
from other locations. In a transfer learning context, cam-
eras corresponding to a different dataset might not be ori-
ented the same way, hence some spatial features such as
the impact of the sun position on the irradiance level would
be altered. However, the standardisation of the sun-clouds
spatial configuration under the SPIN transformation could
facilitate knowledge sharing.

6. Conclusion

By representing a scene with polar coordinates, the rota-
tional invariance of a problem becomes translational. Thus,
the visually diverse but equivalent spatial configurations ob-
tained by rotating a given image are learnt by convolutional
architectures from a single representation in polar coordi-
nates. Applying this preprocessing step to two polar invari-
ant computer vision-based irradiance forecasting problems,
from sky cameras or satellite imagery, provided a significant
performance increase compared to the single use of raw data
without data transformation or data augmentation with rota-
tions. Models learning from this representation train faster
while decreasing temporal misalignment, a key aspect of
forecasting tasks. In addition, the SPIN method is likely to
facilitate knowledge sharing by standardising the represen-
tation of scenes observed with different camera setups.
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