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1. Compact Lower Bound Proof

Proof of Eq.4:
Firstly, We follow the deduction from UDA-VAE [2].
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Note that UDA-VAE [2] neglects the term D1, (s (2 | 2,y)||pes (2 | ,y)) as it is greater than 0.
In comparison, we deduce a compact lower bound with the following term.
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Consider the reconstruction error [1]:
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The second term is the joint entropy H,(x,y, z).
The third term can be written as:

Bingss(2) 108105 (2) = =D r(dps(2)llPos) — He, g (2)

(1

2

3)

“4)



With
Hq¢s<z)(x7 Y, z) — Hgy, . (z) = Hgy, . (z) — Iy, (z,y,2) (5)

where [ is mutual information.
The reconstruction error can be written as:

R < DKL(QdJs(z,y,z) ||p95(x,y,z)) - Iqqss ($, Y, Z) + Hq¢>s (Z) (6)
which is compact when ¢, .y matches the prior distribution pg (2).
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Thus, we obtain the bound,
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From, Eq.1 and Eq.8,
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Meanwhile, yg and z, are conditionally independent on x g for distribution gy, so that ¢, (2 | x,y) = g4 (2 | ).
Finally, We get the compact lower bound (plus red terms) than UDA-VAE .

The UDA-VAE++ maximizes the mutual information of Iy, _(z,y, 2).

Proved.

where R, log

and Hy, (2) are constant. The equation holds, as pog(z,y | 2) = pos(y | 2) - pes(z | y,2).
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