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Abstract

Building neural network models that are adaptable to
evolving data distributions without suffering catastrophic
forgetting is important for real-world deployment in many
applications. In real-world setting, the observed data dis-
tribution changes over time due to non-stationary environ-
ment. In this paper, we consider the problem of evoly-
ing covariate shift and propose source-free active adapta-
tion method to fine-tune the neural networks to continually
evolving data without catastrophic forgetting. We evaluate
the model performance with respect to adaptation as well as
forgetting under sequential evolution of data based on fif-
teen different common corruptions and perturbations from
CIFARIO-C related to shift in lighting, weather, noise etc.
We demonstrate the proposed method improves model accu-
racy to the continually evolving data by 21.3% on an aver-
age over the different covariate shifts without catastrophic
forgetting.

1. Introduction

In the supervised learning framework, the goal is to learn
the underlying input-output mapping based on the available
training samples and to predict the output for unseen inputs
based on the learnt mapping. The training and testing data
are assumed to follow the same distribution for the mod-
els to work well in the supervised learning paradigm [!].
However, this assumption does not hold true always as data
in real world is continually evolving and a model trained
on a certain distribution might not work well on the dy-
namically changing input distributions [2]. We are inter-
ested in such scenarios where the data distribution evolves
with time. There are many research areas that fall under
such distributional shift including out-of-distribution detec-
tion [3,4], novel class detection [5], anomaly detection [6]
and adversarial detection [7, 8]. However, in this work, the
focus is on covariate shift [9] present in data where the train-
ing and testing input data follow different distributions but
the output labels remain the same. We consider the number
of classes to be fixed based on the initial data.

The model accuracy of existing state-of-the-art meth-
ods degrades under distributional shift [10], however,
uncertainty-aware models can detect these distributional
shifts using uncertainty estimation techniques [ 1]. In this
paper, we use uncertainty estimates of the model on the new
data to identify the most informative samples which can be
used for fine-tuning the model to learn the shifted distribu-
tion.

While adapting the model to learn the new data distribu-
tion, the model might forget the previously learnt distribu-
tion leading to catastrophic forgetting [ 2], which is a well-
known problem in continuous learning. Catastrophic for-
getting has primarily been studied in class-incremental [13]
or task-incremental [14] setup, whereas we are interested
under continually evolving covariate shift. One of the well-
known approach to prevent catastrophic forgetting is the
replay method [15], in which a subset of the past data is
stored. However, retaining past data information is not fea-
sible in certain applications due to privacy concerns and also
requires additional memory for storage. To overcome this,
we propose a source-free adaptation approach with the use
of batch normalization [16, 17] to adapt the model to the
continually evolving data distribution.

The goal of this work is to adapt the model to covariate
shift in data while preventing catastrophic forgetting on the
previously learnt distributions.

The main contributions in this paper include:

* We propose a source-free batch-normalization adapta-
tion approach to the continually evolving data with-
out the need of retaining the past sample information
(source data). We identify a subset of informative sam-
ples from the observed data through uncertainty-based
selective sampling for active labelling, which is used to
fine-tune the model to adapt to the shifted distribution.

* We evaluate model performance under sequential evo-
lution of data w.r.t. adaptability and catastrophic for-
getting. The proposed approach is capable of continu-
ally adapting to new data distribution while not forget-
ting the previously learnt distributions.
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Figure 1. Illustration of continually evolving distributional shifts in real-world: The initial model trained on the clean data can observe
continually evolving distributional shifts and must adapt itself while not forgetting the past learning. At each instance, the model must be
able to perform well on the newly learnt distribution as well as all the data distributions it has learnt in the past.

2. Related work

There have been several works in the direction of reduc-
ing catastrophic forgetting in the field of continual learn-
ing [18]. In the regularization based approach, the past data
is not required but a drift from the already learnt tasks is pe-
nalized [19,20]. In the case of memory-based approaches, a
small subset of data is stored which is used to constrain the
optimization process such that the loss on the past data does
not increase [21]. In experience replay, a subset of sam-
ples is stored and used for retraining the model [15]. In the
iCARL [22] approach, a distillation loss is used to remem-
ber the past samples. The GEM [21] and A-GEM [23] algo-
rithms update the gradient such that the loss on the samples
in the buffer does not increase. All these methods consider
the class-incremental setup where at each instance, a new
class is introduced to the model. In this work, we are inter-
ested in the setting where the number of classes are fixed,
but the data distribution of the classes evolve. An online
continual learning approach for adapting to distributional
shifts was proposed based on experience replay method to
remember the past distributions [24]. The replay meth-
ods work well in practice to prevent catastrophic forgetting,
however, they require a small subset of the past data to be
stored for fine-tuning the model. However, in applications
where a subset of the past data information cannot be stored
due to data privacy reasons, such methods cannot be used.

The batch normalization [16] technique was proposed to
improve the training convergence by reducing the internal
covariate shift and in a way help in eliminating the need
for regularization in the model. Various methods have been
proposed to use the batch normalization technique to adapt
the model to new data distributions. In literature, predictive
time batch normalization has been looked from the domain
adaptation [25] and robustness perspective [26]. In test-time

adaptation [27, 28], the batch norm parameters are updated
based on the target data distribution via entropy minimiza-
tion. The test-time adaptation has an additional compute
overhead of training during inference that will raise chal-
lenges in real-time-critical applications. However, these
methods focus only on model adaptation to target distribu-
tion as they do not consider the continually evolving dis-
tributional shift setup and catastrophic forgetting problem.
The work in this paper explores batch normalization adap-
tation without the need for past data samples and charac-
terizes the model performance under continually evolving
distributional shift.

3. Problem setup

In supervised learning, when a model is trained with
data from a given distribution, it performs well as long
as the test data is from the same distribution. However,
when there is a distributional shift in data, the model per-
formance degrades [10, 11]. Let Piain(z) and Piest(2)
be the probability distribution of the training and testing
input data respectively. Pirain(y|z) and Piest(y|z) corre-
spond to the conditional output distribution of the labels
for the training and testing data respectively. In this work,
the focus is on covariate shift present in data where the
training and testing input data follow different distributions
(Pirain (%) # Piest(2)), but the output distributions remain
same (Pirain (Y|z) = Prest(y[2))-

The given model is trained with samples from the initial
available data distribution. In the continually evolving dis-
tribution shift setup, we assume a sequential order in pre-
sentation of the shifted data to the model such that sam-
ples corresponding to only one type of shift are available at
each instance. During inference, the model observes sam-
ples from the shifted distribution. However, the labels as-
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sociated with the shifted data are not known and have to be
labelled by an oracle upon detection of distribution shift.
The cost associated with labelling the samples by an or-
acle is expensive. Therefore, it is important to identify a
small subset of informative samples that are used to adapt
the model. The goal in this paper is to build a model that
can identify a subset of informative samples to be labelled
from the shifted data and continually adapt itself while not
forgetting the past learning as shown in Figure 1.

4. Proposed approach

To start with, the given model is trained using data from
the initial distribution. During inference, only the shifted
samples are observed and their corresponding labels are un-
known. In active learning, the samples to be labelled are
prioritised such that the accuracy of the model is improved
using a smaller subset of data [29]. As the cost associated
with human annotation of the samples is expensive, a subset
of informative samples need to be chosen based on a query
strategy. As discussed earlier, uncertainty estimation tech-
niques can be used to detect distributional shifts in data [11].
We use the predictive entropy of the model to quantify the
uncertainty [30,3 1] which is defined as

K
H(yle, D) = — 3 ply = cule, ) log ply = cxle, w),

k=1
(D
where D corresponds to the data the model has been trained
on, K corresponds to the total classes, and p(y = cg|z, w)
corresponds to the output from the classifier with weights w.
A high entropy value implies the model is not certain about
the class the data belongs. Therefore, to identify the most
informative samples that can be chosen for active labelling,
the samples are ordered based on the decreasing order of
entropy. The subset of samples are chosen based on the
entropy are labelled and the model can be adapted to the
shifted data. However, by repeatedly adapting the model to
the new data, the model may forget the representation of the
past and perform poorly on the initial data distributions.
We build upon the insights from [27] that shows the ef-
fectiveness of updating the batch normalization statistics
for test-time adaptation. We propose to update the batch
normalization statistics in the continual adaptation setting
while optimizing the cross-entropy objective on the samples
that were detected to be distributionally shifted through pre-
dictive uncertainty estimation. During fine-tuning, only the
batch normalization parameters of the model are updated
and the weights of all the layers are frozen and not updated
after the initial training. We call this approach as source-
free batch norm (BN) adaptation as illustrated in Figure 2.
The model is trained with the initial training data { X, Y5 }.
As the data evolves, the model observes samples { X;} from
a different distribution. The samples from the new distri-
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{Xo, Yo}

Update only
BatchNorm
parameters

Informative (X, Y}

samples

Figure 2. Source-free BN adaptation: The model is trained with
the initial training data {Xo, Yo}. As the data evolves, the model
observes samples {X;} from a different distribution. A subset
of the observed samples {X;} are chosen based on the predic-
tive entropy and the corresponding labels {Y’;} are obtained. The
labelled data {X;,Y;} are used to update the batch norm param-
eters of the model to adapt to the new data distribution without
the access to source data { Xo, Yo }. This process continues for the
different shifts observed by the model.

bution identified based on uncertainty estimation, the sam-
ples with high predictive entropy { X} are selected to ob-
tain the corresponding labels {Y;} at every sequential step.
The labelled informative samples {X;,Y;} are used to up-
date the batch norm parameters of the model while opti-
mizing the cross-entropy loss without the access to source
data { Xy, Yp}. This process continues sequentially for the
evolving data distributions.

5. Experiments
5.1. Adaptation to continually evolving data

We perform experiments on the CIFAR10 dataset [32].
To simulate the evolution of data, we consider 15 differ-
ent common corruptions and perturbations on the data in-
troduced in CIFAR10-C [33]. We use the corruption sever-
ity level 5 for experimentation. We choose 45000 random
samples from the CIFAR10 dataset to train the initial model.
The remaining 5000 samples in the CIFAR10 training data
are held out to generate corrupted samples corresponding
to the 15 corruptions of severity level 5. These held out
samples are used for fine-tuning the model. For testing,
the CIFAR10 and CIFAR10-C test data consisting of 10000
samples for each corruption are considered to evaluate the
model performance.

We perform experiments with the ResNet-18 model ar-
chitecture [34] for all the methods. The baseline model is
trained with the stochastic gradient descent optimizer for
100 epochs with a learning rate 0.1, momentum 0.9 and
the weight decay 0.0005. To adapt the model to the shifted
data, the model is fine-tuned with the Adam optimizer for
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Figure 3. Covariate shift adaptation: Comparison of accuracy of the methods after adapting to each corruption in the continually evolving
setup. The X-axis denotes the order in which the corruptions are introduced to the model. The source-free BN adaptation improved the

accuracy by 21.3% on average from the baseline.
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Figure 4. Catastrophic forgetting on clean CIFAR10: The accuracy of all the methods on the clean CIFAR10 test data is computed after
the model is adapted for each corruption. The X-axis corresponds to the number of corruptions the model has been adapted to until now. It
is seen that the source-free BN adaptation performs well even in the absence of the past sample information.

10 epochs with learning rate 0.0001. The same hyperpa-
rameters are used for all the methods for fair comparison.

The baseline model is trained using the 45000 clean
CIFAR10 samples. During inference, the 5000 corrupted
samples generated for each corruption are introduced. The
shifted data is introduced one after the other to mimic the
continual learning setup. As the model is trained only on the
clean data, the performance of the model degrades with the
introduction of corrupted samples. Also, the samples that
are introduced during inference do not have the associated
label information. We choose to actively label the data us-
ing an oracle which has an added cost associated with it. To
reduce the cost of labelling all the samples, we selectively
choose the most informative samples that can be given to
the oracle for labelling. The predictive entropy of the model
during inference is used to identify a subset of 2000 infor-
mative samples which are then labeled by the oracle. The

labeled subset of data is used to fine-tune the model for each
corruption. The accuracy of the model on the CIFAR10-
C test data comprising of 10000 samples is computed after
fine-tuning the model based on the actively labelled samples
corresponding to the chosen corruption type to evaluate the
extent to which the model adapts to the shifted data.

Figure 3 shows the performance of the algorithms as
the data distribution continuously evolves with the differ-
ent shifts. We present the results from five independent
trials. Baseline corresponds to the model with no adap-
tation and its model accuracy degrades significantly under
evolving distribution shift. The replay method is an existing
approach in the class incremental [15] continuous learning
setup to prevent catastrophic forgetting which we experi-
ment in the covariate shift setting. A buffer of 5000 sam-
ples consisting of a subset of the past samples is used. As
the shifts in the data increase, the number of samples cor-
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Figure 5. Performance on cumulative test data (combined evaluation of adaptation and forgetting): When a model is adapted, it should
perform well on the current distribution shift as well as all the distribution shifts it has observed until now. We compute the accuracy
of each model on the cumulative test data consisting of the clean CIFAR1O0 test data and the test data corresponding to the shifts it has
observed until now. It can be seen that the source-free BN adaptation is able to retain the past information.

responding to each shift in the buffer decrease. All the pa-
rameters in the model are fine-tuned based on the samples
in the buffer as well as the subset of samples labeled using
the oracle. We call this approach as active replay. Although
this method is able to adapt to the shifted data, it requires the
past samples during adaptation which might not be available
in many applications. We also compare the performance of
the algorithm by pseudo-labeling the samples based on the
model prediction. Since the model predictions are likely
to be incorrect as it does not have knowledge of the cor-
rupted data distribution, we see that the model performance
degrades badly. Our proposed method of source-free batch
norm adaptation with active labelling improved the model
accuracy by 21.3% on average over the different shifts in
the data compared to the baseline, performing better than
replay methods. The proposed method is computationally
fast and requires less memory as only the batch normaliza-
tion parameters are updated and does not require any past
sample information.

5.2. Catastrophic forgetting evaluation

In the previous section, we have shown the performance
of the algorithm to adapt to shifted data. However, over
the process of adapting to continually evolving data, the
model performance should not degrade on the initial test
data which is the clean CIFAR1O test data in this case. For
this purpose, we evaluate the performance of each of the
above mentioned methods to overcome catastrophic forget-
ting. Figure 4 shows the accuracy on the CIFARIO test
data by the models that are obtained after being adapted to
each shifted data. The X-axis corresponds to the number
of distributional shifts the model has been adapted to. The
model performance over the clean test data will degrade if
the model suffers from catastrophic forgetting. Here base-
line corresponds to the initial model trained on the clean

CIFAR10 data without any adaptation to new data. In the
active replay, the presence of the the initial data distribution
in the form of past samples helps alleviate catastrophic for-
getting while adapting the model to new distributions. The
source-free BN method adapts without catastrophic forget-
ting with an average accuracy drop of only 1% from the
baseline model, even though it does not require the previous
source data for learning. The replay method with pseudo
labeling suffers severe catastrophic forgetting due to the ac-
cumulation of possibly incorrect labels of the shifted data.

5.3. Evaluation of adaptation retaining capacity

We next perform combined evaluation of model perfor-
mance with respect to adaptation and forgetting towards
continually evolving data. Figure 5 shows the accuracy ob-
tained on the cumulative test data comprising the test data
of all the shifts it has observed until now. Each number on
the X-axis corresponds to the number of corruption types
the test data includes along with the clean test data. For ex-
ample, 2 corresponds to the cumulative test data of the first
and second corruption type observed by the model along
with the test data corresponding to the clean CIFAR10 data.
The active replay method performed well on the clean CI-
FAR10 data as seen in Figure 4, however, the model per-
formance degrades when the accuracy is computed over the
cumulative shifted test data. Replay with pseudo-labelling
follows similar trend of catastrophic forgetting on the cumu-
lative dataset also. The source-free BN method improved
the accuracy by 10% on average as compared to the base-
line which shows that the model is able to retain the shifted
data information even in the absence of the past data during
adaptation.
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6. Conclusion

In this work, we propose the source-free batch-
normalization technique for detecting and adapting the
model to continually evolving distribution shift. We show
the effectiveness of the proposed approach by evaluating the
model performance to adaptability to new data distributions
and remembering the past data distributions. For each new
evolution in the data distribution, a subset of informative
samples were selected based on the predictive entropy of
the model which reduces the compute burden and cost of
labelling the shifted data for fine-tuning. The results show
that the proposed approach is capable of adapting to new
data distributions while not forgetting the past information
without having access to the source data.
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