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Abstract

In this paper we present a new approach for feature fu-
sion between RGB and LWIR Thermal images for the task
of semantic segmentation for driving perception. We pro-
pose DooDLeNet, a double DeepLab architecture with spe-
cialized encoder-decoders for thermal and color modalities
and a shared decoder for final segmentation. We combine
two strategies for feature fusion: confidence weighting and
correlation weighting. We report state-of-the-art mean loU
results on the MF dataset []].

1. Introduction

Thermal images can improve the performance of com-
puter vision algorithms, particularly during night time or in
harsh weather conditions, when visibility becomes limited.
On the other hand, color images provide a richer source of
visual information during day time. Hence it can be highly
beneficial for vision models to combine both color and ther-
mal images into a RGBT (red, green, blue, thermal) image
pipeline.

Multimodality or the combination of different imaging
sources becomes crucial to alleviate perception and ensure
robustness under poor visibility conditions, but the combi-
nation of different cameras and sensors comes with align-
ment and synchronization challenges. Calibration of ther-
mal images is a painstaking task where special heated or
masked calibration patterns need to be employed. Align-
ment of color and thermal images is also a challenging prob-
lem, not only because of common differences in field of
view and resolution between the color and thermal cameras
but also because of the huge differences in image appear-
ance between the two imaging modalities.

In this paper we consider the task of semantic segmen-
tation of paired color RGB and thermal LWIR (Long Wave
Infra-Red) images. Most previous research in this field has

been focused in searching for good fusion strategies be-
tween the color and thermal images. However, previous
work on semantic color-thermal segmentation has barely
considered how to fuse the images taking into account the
feature disagreement due to poor alignment.

Inspired by recent advances in semantic matching, here
we consider an end-to-end deep learning strategy which in-
directly takes into account the alignment of RGB and LWIR
thermal images through a matching correlation layer.

We show the benefits of the correlation and confidence
aware feature fusion for the task of semantic segmentation
on RGB-thermal data.

The main contributions of this paper are the following:

e We propose a new CNN model for color-thermal se-
mantic segmentation. We show the interest of learn-
ing deep features that are specialized for both ther-
mal images and color images with specialized encoder-
decoder paths.

* We show that semantic segmentation performance on
color-thermal image pairs is increased by the aid of
two different weighted feature fusion strategies:

— For matching correlation weighting, we explic-
itly estimate the feature matching at the last spe-
cialized decoder layer by computing feature cor-
relations.

— For confidence weighting, we estimate the seg-
mentation confidence at both color and thermal
features, and this confidence is used to weight
differently the color and thermal features.

2. Literature Review
2.1. Semantic segmentation

Autonomous driving requires understanding the scene
ahead. The release of datasets BDD100OK [2] and
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Cityscapes [3] has boosted the interest of using semantic
segmentation as a way to process images for driving appli-
cations. Semantic segmentation consists in assigning a class
to every pixel of an image. Early efforts in deep-learning
based semantic segmentation used fully convolutional net-
work (FCN) [4] which allowed for dense pixel classification
of arbitrary sized images. However, FCN generated pixel
labels from high level feature maps, resulting in relatively
imprecise object boundaries. Subsequently, one of the main
challenge of this task was to propose methods that extracted
global context while providing pixel precise information to
recover both the semantic categories present in the image
and the pixel level boundaries of each object. Several ap-
proaches were developed to do so.

Modifying the original FCN design, encoder/decoder ar-
chitectures were proposed, that compress information to
capture the global context before decompressing it using ei-
ther deconvolution [5], pooling indexes (SegNet) [6] or skip
connections (U-net) [7] to recover the fine spatial informa-
tion.

Other methods use pyramids of features [8, 9] extracted
by an encoder model applied to the same image at differ-
ent resolutions. The features maps can then be upsampled
to match full scale the image size. More recent work pro-
posed to use atrous convolutions [10, | 1] to capture features
at different spatial scales without the need to upsample the
feature maps. Combining atrous convolutions and spatial
pyramid pooling, Deeplabv3+ [10] proposes a simple and
effective encoder-decoder FCN architecture.

Another approach consists in introducing attention
mechanisms [12—-14] to combine different levels of feature
maps and better capture long-range image dependencies.

2.2. Multimodality and driving perception

The release of the KAIST Multispectral dataset [15] can
be seen as an important step in the direction of combin-
ing color and thermal images for driving perception. The
dataset provides physically aligned color and thermal im-
ages with bounding boxes annotations for a few semantic
classes representing humans, such as person, people and cy-
clist.

Besides the release of the KAIST dataset, other works
have considered the problem of multimodality in driving
perception. The work of [16] proposed a cycle consistent
GAN which generates synthetic color images from LWIR
and synthetic LWIR from color images while enforcing that
object detection remains accurate in both modalities. The
authors obtain the best object detection accuracy when com-
bining synthetic RGB and true LWIR images.

It should be noted that thermal and color images are often
not perfectly aligned, due to the parallax effect, poor cali-
bration or registration. This implies that naive input fusion,
which consists in simply stacking the color and thermal im-

ages together by forming a 4-channel RGBT data input is
rarely the most effective fusion strategy.

A number of works investigated better strategies to fuse
different image modalities together in one model. Fusenet
[17] was one of the first works dealing indirectly with the
multimodal fusion problem, by proposing a double encoder
architecture for the fusion of depth maps and color images.

The work of [1] proposed the MFNet (Multi-spectral Fu-
sion Networks), a method for semantic segmentation on
RGBT data. Their model consists of separate encoders for
RGB and thermal data and fusion at the decoder level. The
authors also published a semantic segmentation dataset on
RGBT data, the MF dataset. The RTFNet method [ 18] per-
forms semantic segmentation on RGBT data by fusing RGB
and thermal features at multiple network depths, the method
was also evaluated on the MF dataset [1]. Fusion of fea-
tures extracted at multiple CNN layers as performed by [ 18]
can be seen a strategy to attenuate feature disagreements, as
the misalignment magnitude is decreased in deeper network
layers.

FuseSeg-161 [19], a multi-modal fusion model has been
able to fuse feature from thermal and RGB images in one
end-to-end model. It consists of two encoders to extract
features from input, one for RGB and another for thermal
images with a two-stage fusion (TSF) strategy. In the first
stage, the thermal feature maps are hierarchically added
with the RGB feature maps in the RGB encoder. The fused
feature maps are then concatenated with the correspond-
ing decoder feature maps in the second fusion stage. TSF
method achieved over state-the-art semantic segmentation
performance under various lighting conditions.

More recently, FEANet [20] proposed a new way to ex-
tract detail spatial information with a two-stage Feature-
Enhanced Attention Network. The Feature-Enhanced At-
tention Module (FEAM) improve excavation feature capac-
ity from both the channel and spatial views, involving a
better preservation of spatial information. Thus, the model
shift more attention to high-resolution features which out-
perform other state-of-the-art techniques.

Another approach consists in training a deep neural net-
work that weights differently thermal and color features.
A first work in this direction was done by [21], where the
model learns to estimate a position shift between pedestrian
bounding boxes in color and thermal modalities.

Our work is related to the method proposed by [21] in the
sense of performing a sort of confidence feature weighting.
However, while [21] is focused on bounding box retrieval
and weighting, we compute dense confidence and correla-
tion weights that are better suited for semantic segmenta-
tion.
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Figure 1. Summarized illustration of model architecture for weighted fusion semantic segmentation. The RGB and thermal encoder-
decoder paths are specialized and both provide a rough segmentation used to compute a spatial confidence score. The confidence and
matching correlation is used to weight the RGB and thermal features before fusing them in the final shared decoder. Solid arrows represent
concatenation-based skip connections, dashed arrows represent data flow. Weighted concatenated fusion is performed with features coming

from two different encoder depths (layer 2 and layer 4).

3. Proposed method

Given a dataset of paired color and thermal images with
pixel-level target labels, we seek to perform semantic seg-
mentation on this data by fusing color and thermal im-
ages in a manner that maximizes overall segmentation per-
formance. Here we propose a mid-level feature fusion
approach, which aims to limit the feature disagreements
caused by misalignment between the thermal and color im-
ages.

Differently than the work of [ 8] which performs fusion
of RGB and thermal features directly at the RGB encoder,
we employ completely specialized thermal and color en-
coders.

We rely upon the DeepLabV3+ [10] model backbone,
which has dilated (atrous) convolutions, limiting the loss
of spatial resolution and better preserving structural details.
The main decoder ingredient is the ASPP (Atrous Spatial

Pyramid Pooling) which obtains multi-scale features ob-
tained by atrous convolutions with different dilation rates.

We propose a double encoder-decoder variant of
DeepLabV3+ where fusion is performed at two different
feature resolutions at the decoder side, with a shared de-
coder for the final segmentation. A motivation for our ap-
proach comes from the observation that rich encoder fea-
tures from pretrained networks such as ResNet [22] could
be adapted as seamless as possible for multiple deep learn-
ing tasks, in order to minimize training time and maximize
prediction performance.

Moreover, we perform a weighted feature fusion which
takes into account feature agreement and feature confi-
dence. Our proposed architecture is illustrated in Fig. 1.
We detail the two weighting strategies in the following sub-
sections.
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Figure 2. Encoder-decoder path for modality confidence-aware
feature weighting based on DeepLabv3+ architecture. The illus-
trated procedure is computed for both color and thermal images.
Resulting reweighted features from color and thermal are concate-
nated together as input for the shared decoder.

3.1. Confidence weighted fusion

It can be claimed that direct fusion of RGB and thermal
features may be problematic depending on the time of day,
weather and visibility conditions of the captured scene.

For instance, during day time and favorable weather,
RGB features could provide the best features to perform
segmentation, as thermal images are only one-channel and
texture details from objects are hardly noticeable.

On the other hand, during night time and at low light,
thermal images may provide better features to segment
hardly visible objects, in particular the ones with distin-
guishable changes in temperature compared to the back-
ground such as pedestrians and cars.

If we always give equal importance for features coming
from both the modalities, the model may achieve lower per-
formance in segmenting objects when one of the modalities
provide unreliable features.

To alleviate this issue, we propose a confidence-based
weighting before performing feature fusion, such that RGB
and the thermal features receive difference importance
based on their reliability. The decoder and the segmentation
heads of each modality are able to perform a preliminary
segmentation, from which a confidence can be estimated.

Based on the model confidence of the preliminary seg-
mentation, we may be able to give more weight to the more
reliable features.

Figure 2 illustrates how confidence is computed for each
imaging modality.

Formally, we denote the color image as I. and thermal
image as I;. Each image modality I,,,, with m € {c, t} has
a set of features computed by a specialized encoder f,,, =
em(I,) and a modality prediction computed by specialized
decoder y,,, = dp, (f1)-

Figure 3. Example of misalignment between color and thermal
images. It can be seen that the label for the pedestrian class (over-
layed in yellow) is not perfectly aligned with the pedestrians on
the thermal image. Such misalignment can cause the RGB and
the thermal encoder features to disagree. We propose a correlation
feature weighting to alleviate this issue.

The confidence weight matrix C,, for modality m is
given by an estimation of the confidence on the most prob-
able prediction:

exp(ym.)
O, = PWms) 1
, = max (Zj po (ymj)> ey

where y,,,, denotes the one-hot logits for modality m at spa-
tial position 4.

The confidence map C,, is used to re-weight the fea-
tures. Color and thermal features receive different weights,
based on the confidence of the specialized color and thermal
decoders. Weighting is performed by point-wise hadamard
product, and resulting weighted color and thermal features
are concatenated together:

f=C.0f. 2)
f = C,Of, 3)
£, = flcaf]. (4)

where ® denotes the hadamard product and @ denotes con-
catenation.

3.2. Matching correlation weighted fusion

Another possible issue of directly fusing color and ther-
mal features is the spatial misalignment between both im-
ages. Figure 3 illustrates a sample image from MF dataset
[1] where feature disagreement can be caused due to image
misalignment.

As it may be hard to achieve perfect pixel by pixel align-
ment between the different imaging modalities, we propose
to evaluate the alignment through a matching layer.

Inspired by the work of [23] on deep image alignment,
we propose to employ a correlation layer which accounts
to evaluate the matching between features coming from the
two different encoders.

The correlation layer computes pair-wise feature simi-
larities between the color and thermal decoder and the ob-
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tained scores are normalized such that weak matched fea-
tures are suppressed by down weighting.

In order to deal with strong appearance differences be-
tween color and thermal features, we estimate semantic
matching between the last specialized decoder, such that
correlation is invariant to appearance changes.

Formally, given y. = d.(f.) corresponding to the color
decoder predictions and y; = d;(f;) corresponding to the
thermal decoder predictions, the correlation weight matrix
M,; € R is obtained by computing modality-wise pre-
diction correlations (normalized scalar product of a pair of
predictions), followed by a channel compressing convolu-
tional block:

Mt = c(|o(y:"ye)ll2) (5)

where o denotes RelLU activation, - denotes spatially flat-
tening (y,, € RFXPxw g e RFXN N = h x w, k be-
ing the number of predicted classes) , |.|2 denotes Lo vec-
tor normalization and c is a convolutional block performing
channel compression (N x h x w input dimensions, h X w
output dimensions). Note that c acts in analogy to a feature
regressor estimating parametric alignment [23], but here we
instead estimate alignment-aware spatial weights.

Then, the concatenated confidence-weighted features
obtained by Eq. 4 are re-weighted by the correlation map:

£, =M, Of,. (6)

Finally, the obtained feature map f”, is used as input to the
shared decoder head to produce the final semantic segmen-
tation.

4. Experiments

In this section we perform semantic segmentation exper-
iments that shows the advantages of the proposed method.

4.1. Dataset

We perform semantic segmentation experiments on the
MF dataset released by the authors of the method MFNet
[1]. To the best of our knowledge, this is the only public
dataset with paired color and thermal images and dense an-
notated masks in the context of urban street scenes. The
dataset has eight hand-labeled object classes (car, person,
bike, curve, car stop, guardrail, color cone, bump) and one
unlabelled background class. This dataset contains 1569
pairs of RGB and thermal images, in which 820 taken at
daytime and 749 taken at nighttime. We follow the dataset
splitting scheme proposed in [1], with the training set con-
sisting of 784 pairs of images. The validation set consists
of 392 pairs of images, and the test set contains 392 image
pairs.

4.2. Quantitative comparison

In this section, we compare our model with previous
works on color-thermal semantic segmentation: FRRN
[24], BiSeNet [25], DFN [26], HRNetV2 [27], MFNet
[1], FuseNet [17], DACNN [28], RTENet(50-152) [18],
FuseSeg-161 [19] and FEANet [20].

For comparison with previous work, we compute the
mean IoU (Intersection Over Union) and the mean accuracy.
The IoU (also called Jaccard index) is arguably the most
adapted metric to evaluate semantic segmentation, it mea-
sures the overlap between predicted and ground truth mask,
while the accuracy simply measures the total percentage of
correct predictions.

In Table 1, it can be seen that our model improves mean
IoU over all classes in the MF dataset. It improves IoU on
three classes and notably on the person class, which is ar-
guably one of the most important category for driving per-
ception.

It should be noted that similarly to other datasets for driv-
ing perception, MF dataset is extremely class unbalanced.
This implies that the IoU metric is a better indicator of seg-
mentation performance than accuracy for this dataset.

4.3. Qualitative comparison

In Fig. 4, we show a number of semantic segmentation
results obtained with our method. It can be seen that seg-
mentation of important details are improved compared to
previous work. In the zoomed in parts of columns 4 and 5,
it can be seen that our method segments better the pedes-
trian legs. In the last two columns, it can also be seen that
our method is the only one able to retrieve the person and
the bike objects, which are hardly visible in the color image
due the small size of the object and a saturated highlight.

4.4. Ablation Study

In Table 2, we consider a number of variants of our
model, all of them also based on the DeepLabv3+ back-
bone. We evaluate the individual contributions of the confi-
dence weighting, the concatenated decoder-level fusion and
correlation weighting.

We also evaluate the model performance in different
lighting conditions, only day, and only night. It can be
seen that our proposed model obtains the highest mIoU in
all lighting conditions, compared to its simpler variants.

4.5. Learned features visualization

In Fig. 5, we visualize the mean output feature responses
of our proposed model before and after semantic segmenta-
tion training on RGB-T data. It can be seen that for the
given image sample, the shallow second encoder layer gives
somewhat similar responses before and after training. On
the other hand, the deeper feature response at deeper layer
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Table 1. Comparison with previous work on the MF test set for Acc (%) and IoU (%). We denote 3-channel RGB and 4-channel RGB-
thermal data respectively as 3¢ and 4c. Note that mAcc and mloU are calculated as a mean over all classes, including unlabelled. Bold
font highlights the highest score in each column, underlined font highlights the second highest score. We report an improvement of 2% in

overall mloU compared to previous work.

Methods Car Person Bike Curve Carstop Guardrail Cone Bump mAce mloU
Acc IoU Acc IoU Acc IoU Acc IoU Acc IoU Acc IoU Acc IoU Acc IoU
FRRN-4c [24] 819 747 66.2 60.8 62.8 503 41.2 35.0 125 11.5 00 00 372 340 352 346 485 442
FRRN-3c [24] 80.0 71.2 53.0 46.1 65.1 53.0 340 27.1 216 19.1 0.0 0.0 347 325 362 305 471 418
BiSeNet-4c [25] 89.7 84.1 720 632 741 60.1 45.1 36.7 342 253 182 50 474 422 398 359 57.7 50.0
BiSeNet-3c [25] 90.0 84.5 650 543 750 614 321 257 323 262 32 09 49.6 433 481 405 549 482
DFN-4c [26] 90.0 84.4 732 65.0 755 60.9 540 404 389 257 102 2.7 483 425 558 474 605 520
DFN-3c [26] 90.7 814 6777 528 715 57.5 492 349 351 238 41 14 442 31.0 546 475 573 475
HRNet2-4c [27] 92.8 87.6 793 71.0 783 634 598 425 257 19.1 188 0.0 56.5 498 63.5 445 63.7 532
HRNet2-3c [27] 922 86.6 73.1 59.8 749 613 470 332 238 28.7 73 00 546 472 615 462 609 513
MFNet [1] 772 659 67.0 589 539 429 362 299 191 99 0.1 85 303 252 30.0 277 451 397
FuseNet [17] 81.0 75.6 752 663 645 519 51.0 378 287 150 0.0 0.0 31.1 214 519 450 524 456
DACNN [28] 852 77.0 61.7 534 76.0 565 402 309 99 293 228 64 329 30.1 365 323 551 46.1
RTFNet-50 [18] 91.3 86.3 78.2 67.8 71.5 582 69.8 437 321 243 134 3.6 404 260 735 572 622 51.7
RTFNet-152 [18] 93.0 874 793 703 76.8 62.7 60.7 453 385 298 0.0 00 455 29.1 747 557 63.1 532
FuseSeg-161[19] 93.1 879 814 71.7 785 64.6 684 448 29.1 227 63.7 64 558 469 664 479 70.6 545
FEANet [20] 93.3 87.8 8.7 71.1 76.7 61.1 655 46.5 26.6 22.1 708 6.6 66.6 553 77.3 489 732 553
Ours 91.7 86.7 813 722 766 625 589 46.7 362 28.0 352 5.1 569 50.7 748 658 679 573

seems to vary more in its response after training, by learning
to spot at the two pedestrians.

4.6. Implementation and setup details

Our method is implemented using the pytorch library
[29] and the torch segmentation models library [30]. For
all experiences with our method, we use ResNet-101 model
[22] pretrained on Imagenet as backbone. We perform
concatenation and confidence weighting with features from
layer 2 and layer 4 of DeepLabv3+ encoder. Bilinear in-
terpolation is used to downsample or upsample confidence
map C,,, and matching map M., whenever needed to fit the
encoder feature spatial resolutions from layer 2 and layer 4.

For a fair comparison, we perform similar training setup
as compared to previous methods. We adopt mostly the
same hyperparameters as employed by the authors of the
RTFNet method [18]. We use random cropping and random
flipping as image augmentation during training.

For optimization, we use SGD with momentum set to
0.9, weight decay set to 0.0005, initial learning rate set to
0.01 and a maximum of 50 training epochs. We employ
exponential decaying learning rate scheduler with gamma
set to 0.95. As commonly done in the field, we minimize
the cross entropy loss between the predicted and the target
labels.

5. Conclusion

In this paper we have presented a new feature fusion
approach for the task of semantic segmentation of paired
color RGB and thermal LWIR images. We proposed Doo-
DLeNet, a double DeepLab net which fuses multimodal
images taking into account the feature disagreements and
feature confidences. We have shown that this approach
improves semantic segmentation performance compared to
previous works, in particular for the correct segmentation of
pedestrians. Future work may be focused on evaluating dif-
ferent model backbones and to refine further segmentation
details.
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and layer 4 (second and third rows) before (pretrained on Imagenet) and after training for semantic segmentation. Note that at the deeper
level the feature responses seem less invariant to the imaging modality after training.
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Table 2. Ablation study: comparison of mAcc (%) and mloU (%) on the day-only, night-only and regular test set of MF dataset for different
model variants. For a fair comparison, all of the variants are trained with the same optimizer parameters and are based on DeepLabv3+
with Resnet-101 pretrained backbone. It can be noted the advantage of our approach - simpler model variants based on DeepLabv3+ result
in lower mloUs for all lighting conditions.

Variants Daytime Nighttime Both

mAcc mloU mAcc mloU mAcc mloU
Only RGB 54.3 44.4 56.5 48.3 61.2 50.7
Only thermal 48.2 39.0 64.0 51.9 65.6 50.1
Input fusion - stacked RGBT 48.7 42.8 56.0 51.0 57.1 51.1
Unweighted fusion 60.7 49.0 61.4 53.6 64.9 54.7
Only-confidence weighting 63.3 49.6 61.2 54.1 65.4 55.2
Ours 58.8 50.1 64.1 55.7 67.9 57.3

Completed by local funding from the French region Au-
vergne Rhone Alpes.
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