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Abstract

While there have been significant gains in the field of auto-

mated video description, the generalization performance of

automated description models to novel domains remains a

major barrier to using these systems in the real world. Most

visual description methods are known to capture and exploit

patterns in the training data leading to evaluation metric

increases, but what are those patterns? In this work, we ex-

amine several popular visual description datasets, and cap-

ture, analyze, and understand the dataset-specific linguistic

patterns that models exploit but do not generalize to new do-

mains. At the token level, sample level, and dataset level, we

find that caption diversity is a major driving factor behind

the generation of generic and uninformative captions. We

further show that state-of-the-art models even outperform

held-out ground truth captions on modern metrics, and that

this effect is an artifact of linguistic diversity in datasets.

Understanding this linguistic diversity is key to building

strong captioning models, we recommend several methods

and approaches for maintaining diversity in the collection

of new data, and dealing with the consequences of limited

diversity when using current models and metrics.

1. Introduction
Automated visual description is an emergent field in com-

puter vision, aiming to generate natural language descrip-
tions of visual information. With various applications in-
cluding digital accessibility [47] and video summarization
[48] as well as indexing and search [24], methods for visual
description have the potential to impact the daily lives of
billions of users. Recent improvements such as vision and
language pre-training [49], compositional and graph meth-
ods [9,27], and non-autoregressive training [21] have driven
metric performance on standard benchmarks such as MSR-
VTT [43] and MS-COCO [20] to new heights.
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Figure 1. Captions generated by state-of-the-art (SOTA) models
outperform held-out ground truth captions written by humans on
common visual description datasets and metrics. Despite being far
from human-level, SOTA models appear to outperform humans on
most datasets and metrics, with the exception of VATEX, a rela-
tively new dataset (and not even on all metrics). This discrepancy
begs the question, “What causes these effects?” and “Are these
effects indicative of a more serious issue with visual description
datasets or model evaluation methods?” The figure above shows
metric performance normalized to a recent SOTA model across
several visual description datasets.

Unfortunately, despite recent improvements in model ar-
chitectures [21, 27], metrics [15, 41], and datasets [25, 42],
automated visual description has been plagued by issues of
poor generalization and description quality [1, 33, 36, 45].
Models consistently perform poorly on novel data, generate
nonsense descriptions, or produce descriptions that are too
vague to be of use to visually impaired users [22]. It re-
mains an open question in visual description to understand
the source of these generalization issues.
This paper is motivated by both the fact that often state-

of-the-art methods outperform leave-one-out experiments
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with ground truth sample data (explored in 3) as well as
results demonstrating poor cross-dataset generalization in
video captioning from Smeaton et al. [33] and Yang et

al. [46]. We find that one major issue in current datasets—
description linguistic diversity—explains a great deal about
model evaluations.
Our work, consisting of analyses on several popular visual

description datasets, contains several primary contributions:

1. We demonstrate that a lack of linguistic diversity at
a token and n-gram level can bias models to generate
descriptions lacking in semantic detail (section 4).

2. We show that diversity among ground truths for
a single visual context presents a catch-22: low
within-sample linguistic diversity leads to generic
captions, as information is repetitive; on the other
hand, high within-sample diversity leads to a break-
down of single-sample metrics, causing inconsisten-
cies in model evaluation and inaccurate understanding
of model performance (section 5).

3. We detail how a lack of semantic diversity at the
dataset level can encourage models to generate generic
descriptions through classification, instead of learning
to understand and relay visual phenomena at various
levels of detail (section 6).

4. We discuss our findings demonstrating the need for fu-
ture research in visual description datasets, methods,
and metrics, present recommendations on possible so-
lutions to current linguistic diversity, and introduce a
new toolkit for dataset evaluation and split generation
focused on linguistic diversity (section 7).

2. Experimental Design
In this work, we explore the field of visual description data

through the lens of some of the most popular visual descrip-
tion datasets. While there are a large number of visual de-
scription datasets to choose from, we decided to focus on
some of the most common datasets for video description,
and an additional dataset for image description: 1 MSR-
VTT [43], VATEX [42], MSVD [8] and MS-COCO [20]
(for full details, see the supplementary materials).
All of these datasets collect multiple ground truth descrip-

tions per visual context, and the ground truth descriptions
that they do collect are generated by human annotators (via
Amazon Mechanical Turk for these datasets). Unfortu-
nately, very large benchmark datasets such as Conceptual
Captions [30] and HowTo-100M [24] often contain only a
single description per image/video, of questionable quality
as the datasets are not annotated by hand. While datasets

1As described in section 7, we make the tools available for this analysis
public, so any additional datasets can be analyzed.

like S-MiT [25] contain human-annotated ground truths,
they post-process spoken language with automated speech
recognition tools, making the dataset difficult to analyze
from an n-gram metric angle. Both ActivityNet Captions
[17] and YouCook [54] are dense video description datasets
that contain high-quality descriptions, however only contain
a single ground truth per video.
Given the datasets, we will contextualize our experiments

through the lens of several standard metrics for visual de-
scription. The BLEU (or BLEU@N) [26] score is a mea-
sure of n-gram precision, the ROUGE-L [19] score is a
measure of longest common sub-sequence recall, the ME-
TEOR [3] score is a F1-oriented alignment-based metric,
and the CIDEr [40] score is a TF-IDF weighted similarity
metric. For more details of the individual metrics, see Aafaq
et al. [1]. Recently, metrics which focus more on including
visual content directly such as TIGEr [15] and FAIEr [41]
have shown improvements in human-judgement correlation
and scores such as CLIP-score [28], BERT-score [50], and
SMURF [13] have been shown to closer approximate se-
mantic content. While improving the metrics is an ex-
tremely important area of research, we also believe that an-
alyzing both why current metrics are failing and what pat-
terns models exploit to optimize these metrics, can give es-
sential insight into model improvements.
We selected a set of recent works from the field as repre-

senting the state of the art. For visual description on MSR-
VTT and MSVD, we refer to SemSynAN [27], a recent
work that uses semantic embeddings based on POS tag-
ging to achieve strong results. SemSynAN was not eval-
uated on the VATEX dataset, so for VATEX, we refer to the
performance of MGRMP (Motion Guided Region Message
Passing) [9], a recent method for visual description which
leverages message passing between object regions. For
MS-COCO, we refer specifically to Vin-VL [49], a method
that uses object-level attention and vision and language pre-
training for visual description.

3. How Can Models Outperform Humans?
Recently, there has been a strong contrast between the

metrics-based evaluation of methods for generating visual
descriptions on data sets and whether those methods gener-
alize to real-world use cases [36]. The goal of our analysis
in this paper is to understand some of the core reasons why
models are failing to generalize and to make recommenda-
tions for the future design of datasets, models, and metrics,
in an attempt to avoid further generalization shortcomings.
A core indicator of the difficulty of using standard metrics

to improve generalization is that the “leave-one-out” per-
formance of the ground truths for each dataset is typically
poor. Because we investigate datasets that have more than a
single ground truth sample per visual context, we can mea-
sure the metric scores between a randomly sampled ground
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Dataset Unique WS-Unique Head

MSVD 9455 11.8% 944
MSR-VTT 22780 21.55% 1636
VATEX 31364 24.87% 1363
MS-COCO 35341 33.76% 824

Table 1. Vocabulary metrics for each of the datasets. Unique:
The number of unique tokens. WS-Unique: Average percentage
of tokens that are unique within a sample (image/video). Head:
The number of unique tokens comprising 90% of the total tokens.

truth, and the remaining ground truths for that visual con-
text. When averaged over many trials, this stochastic ap-
proach generates an estimate of human performance on the
dataset (see the supplementary materials for details).
Our results are summarized in Figure 1. We can see that

SOTA methods significantly outperform this estimate of
human performance on the MSVD, MSR-VTT, and MS-
COCO datasets. This result is not only counter-intuitive,
but detrimental to progress in the field of video description,
as it draws into question the usefulness of standard metrics
as an indicator of model performance and generalization.
These results motivate questions of understanding: “Why,
and how, do models exploit the current metrics to achieve
strong performance?” and “How can we limit the the ex-
ploitation of N-Gram centric metrics”. The goal of the next
several sections is to explore these questions through the
lens of data diversity. Through analysis of single-token,
n-gram, within-sample, and cross-sample diversities, we
demonstrate how linguistic patterns affect models and met-
rics and explore how we can mitigate these effects.

4. Single Sample Diversity
To understand and analyze the impact of caption diversity

on both model and metric quality, we need to first under-
stand the diversity of the dataset itself. Many datasets use
“vocabulary size”, the number of unique tokens (usually
words), as a proxy for the diversity of the dataset, however
we hypothesize that this metric alone does not tell the full
story of token level diversity in visual description datasets.
In this section, we analyze the diversity of visual descrip-
tion datasets bottom-up, starting from tokens and working
our way up to measures of n-gram complexity.

4.1. Token-Level Diversity
Table 1 provides a token-level analysis of each of the

datasets. In addition to reporting the number of unique to-
kens in the dataset, we also introduce three new measures
of diversity: Within-Sample uniqueness, which measures
the percentage of tokens that are unique within a particular
image/video; and “Vocab-Head”, which measures the num-
ber of tokens making up 90% of the tokens in the dataset.
Within-sample diversity ranges between 11% and 35%,

suggesting that within samples, the descriptions are rela-
tively varied. We discuss the impact of within-sample di-
versity in section 5. As expected, a small fraction of tokens
represent 90% of the occurrence in most of the datasets. In
MS-COCO, 2% of the tokens represent 90% of the occur-
rences, while at the other extreme 10% of the tokens are
required for MSVD. This begs the question: how does the
effective vocab size impact performance?
To validate how effective vocab size impacts performance,

we used the same setup as in section 3 to compute the per-
formance of the ground truths, however, replaced tokens
in the tail of the token distribution with unique “UNK” to-
kens. Performance dropped significantly in all cases, with
the most dramatic drop for MSVD (drop of 63.87%) and the
least for MS-COCO (drop of 51.23%). MSR-VTT experi-
enced a decrease of 58.66% and VATEX experienced a de-
crease of 56.20%). Counter-intuitively, the longer the tail,
the less performance decreased. This result, confirmed in
classification by Tang et al. [37], implies that models which
generate from a limited vocabulary are advantaged (in terms
of n-gram performance) when the head is relatively small,
leading to undesirable generation behavior.
Following Wang et al. [42], we analyze the datasets at the

level of the parts of speech in the dataset (See the supple-
mentary materials for details). VATEX has more than 2
verbs per caption on average (by design, see [42]) while
the other datasets have at most 1.3 verbs. While VATEX
is the most linguistically complex, the distribution has sig-
nificantly different base statistics, likely explaining poor
cross-dataset generalization to VATEX from MSR-VTT and
MSVD trained models. MSR-VTT is the most diverse from
an object perspective (1512 nouns representing 90% of the
noun mass), which lends additional support to the obser-
vations by Zhang et al. [51], who find that a strong object
detector and good object features are necessary for strong
MSR-VTT performance. Notably, MS-COCO has a very
high within-sample noun diversity, suggesting that many of
the captions in MS-COCO focus on different objects in each
sample, and supporting hypotheses introduced in Anderson
et al. [2] based on multiple-object attention for this dataset.

4.2. N-Gram-Level Diversity

From tokens, we can move on to exploring how the tokens
fit together. One of the major issues in overall dataset di-
versity is a tendency for language models to accentuate a
lack of n-gram diversity, leading to domination of common
n-grams over visually likely n-grams [14]. A standard met-
ric reported by Wang et al. [42] in VATEX is the number of
unique n-grams in the dataset, however, we find that alone,
the number of unique n-grams does not allow for strong
comparison between datasets, both because the number is
not normalized, and the number of n-grams says little about
the overall distribution of those n-grams.
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Dataset TPC EVS-2 EVS-3 EVS-4 ED@10

MSVD 7.03 47.83% 25.29% 14.67% 2.90
MSR-VTT 9.32 52.96% 26.44% 13.68% 2.88
VATEX 15.29 54.84% 32.60% 18.86% 3.38
MS-COCO 11.33 53.91 % 32.59% 20.56% 3.51
WT-103 87.04 95.19 % 34.49% 17.81% 3.72

Table 2. Effective vocab size (EVS), number of tokens per caption
(TPC) and Effective Decision (ED@N). The EVS-n is the percent-
age of n-grams that do not act like 1-grams in the dataset. A large
EVS-n means that language is more diverse, while a small EVS-n
means that there are very few combinations of possible n-grams.
The ED@N is the expected number of decision that a model has to
make when generating captions of length N. WT-103 is WikiText-
103 [23], a common natural language dataset.

Instead of only looking at the number of n-grams, in or-
der to measure the amount of n-gram diversity that is in-
troduced into a dataset, we introduce the N-Gram Effec-
tive Vocab Size metric (EVS-N), which measures the per-
centage of n-grams that do not act like 1-grams in prac-
tice. Formally, EVS-N is the percentage of tokens for which
an N-gram language model has zero conditional variance
(i.e. the percentage of tokens for which an n-gram lan-
guage model does not assign 100% probability to a single
next token). This metric can be thought of as a language-
generation complexity metric — a higher EVS means that
it will be more difficult for a model to memorize captions,
while a low EVS suggests that models need only determine
the first few words in order to generate a high-quality cap-
tion. Table 2 shows EVS-N performance, and a shocking
result. The EVS-2 is approximately 50% for all datasets,
suggesting that in the majority of cases, the model is able to
make only one decision to generate two tokens, contrasting
with WikiText-103 [23], where the EVS-2 is 95.19%.
In addition to just understanding the EVS, we can com-

bine the EVS scores with the average number of tokens in
the dataset to compute the average number of “decisions”
that a model has to make during generation. The ED@N,
or expected number of decisions made in a description of
length N is also given in Table 2. Formally, the ED@N is
the expected number of tokens in a description of length
N for which an n-gram language model of the dataset has
non-zero variance conditioned on the sentence so far. Sur-
prisingly, most of the datasets have very similar ED scores
(despite their differing average token lengths), and the num-
ber is low: only 3-3.5 decisions have to be made on aver-
age to get the desired caption. This low number has major
implications in the quality of the captions: the fewer the
number of decisions that need to be made at training, the
less diverse the captions will be during test time, and the
less likely models trained on the low-ED data will be able
to generalize to fine-grained differences between samples.
Further, this means that the number of captions models will

be able to generate is restricted to V ED, where V is the size
of the vocab, a notably smaller number than expected with
large vocab sizes, and long captions. We believe that this
is one of the reasons that non-auto-regressive approaches
such as those in Liu et al. [21] and Yang et al. [44] are able
to perform so well on these datasets: they can focus on the
visual information, and don’t have to worry about the syn-
tactic structure as it is similar for all descriptions.

5. Within Sample Diversity
While we have seen that token-level diversity is important

for the generation of high quality captions, we also want
to understand how within-sample diversity (i.e. diversity
within a collection of ground truths for a single visual con-
text) impacts the performance of visual description models.
To define how much within sample diversity there is in a

dataset, there are several methods that we can use. One met-
ric, common to many papers, is an analysis of how many
captions in each sample are novel. VATEX (100%) and
MS-COCO (99.9%) have high caption novelty, while MSR-
VTT (92.66%) and MSVD (85.3%) contain somewhat less
exact novelty. Further, we could look at within-sample to-
ken diversity (shown in Table 1), which suggests that within
a sample, diversity is actually relatively high, with 11% to
33% of tokens being unique within a sample. Further, the
within sample verb (15% to 56%) and noun (13% to 35%)
uniqueness is relatively high as well, suggesting that indi-
vidually, captions discuss unique parts of a visual context
(Full results are given in the supplementary materials). This
is demonstrated qualitatively in Figure 4.
The issue with these measures of novelty is that they ac-

count only for novelty at the caption or token level by exact
matching, but do not directly target the semantic novelty of
the captions. In order to look closer at within-sample diver-
sity, we compute the pairwise semantic distance between
each description and all other unique descriptions in the
sample using the cosine distance between MP-Net embed-
dings [34] trained for sentence similarity. Figure 2 shows
the minimum of the inter-sample cosine distances, a met-
ric we call sample redundancy. Notably, almost 10% of the
samples in MSVD have a very close semantic match, sug-
gesting that MSVD has more semantically redundant infor-
mation than other description datasets.
Sample redundancy is both a blessing and a curse. Datasets

that have very high sample redundancy will tend to have
high performance on leave-one-out ground truth metrics, as
most of the ground truth captions will share large amounts
of information. This means that pair-wise metrics such as
the standard n-gram metrics will often perform well, as any
generated sample should also lie close to at least one ground
truth sample. Unfortunately, as we increase the number
of diverse ground truths (increase the sample variance),
the minimum distance between samples increases (See the
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Figure 2. Histogram of within-sample minimum distances under
the MP-Net [34] BERT-style embeddings. MSVD and MSR-VTT
both have a high number of descriptions which have 0 within-
sample minimum distance, while MS-COCO and VATEX have a
higher within-sample diversity.

Figure 3. Plot showing the relationship between semantic vari-
ance and the performance of leave-one-out ground truth estimates
of human performance on the BLEU@4 metrics. As we increase
semantic variance, the average minimum distance between ground
truth samples increases, and metric performance falls.

supplementary materials for a figure). Because of this in-
crease in distance, the leave-one-out performance of ground
truths decreases, as shown in Figure 3, leading to a break-
down of the n-gram metrics (and all metrics that rely on
a single-sample pairwise comparison to the set of ground
truths). This effect is what causes SOTA models to outper-
form leave-one-out samples as demonstrated in section 3.
While ideally, metrics should be independent of the vari-
ance in the ground truth data, for the datasets we analyze in
the paper it is clear the sample variance is sufficient that this
is not the case. Interestingly, the leave-one-out fall-off oc-
curs at different rates for the different datasets, suggesting
that some datasets are more-redundant to semantic variance
than others: while we hypothesize that this is due to the
choice of tokens and distribution of semantic structure, it is

interesting future work to confirm this hypothesis.
Why are SOTA models immune to the effects of sample

variance? It’s important to note that when evaluating mod-
els, we only look at a single sample from the model distribu-

tion. We hypothesize that instead of attempting to approxi-
mate the full distribution of captions, models are picking up
on trends between samples in the data, such as a wealth of
descriptions that contain simple semantic structures (as de-
scribed in section 4) or individually strong training descrip-
tions (which we will discuss in section 6) which allow the
model to reduce the effective variance of the ground truth
dataset during the evaluation phase by ignoring most of the
ground truth captions, and only focusing on a specific sub-
set of descriptions. While these trends are likely model-
specific, we believe it is important future work to quan-
tify and understand the kinds of descriptions that models
learn to approximate, and more closely monitor the effects
of over-fitting to a small subset of captions to reduce the
effects of ground-truth sample variance.
The effect of reducing semantic variance appears in prac-

tice via a training trick exploited by both Perez et al. [27]
and Liu et al. [21] who find that decreasing the number of
reference captions during training leads to improved evalua-
tion performance on n-gram metrics. By artificially restrict-
ing the semantic variance of the training dataset, models are
able to over-fit to a smaller subset of semantically redundant
captions, and exploit current pairwise metrics.
Thus, we are stuck in a catch-22 when it comes to adding

more captions per sample. If we increase the number of
captions, we decrease our metrics’ ability to accurately dis-
cern caption quality, however if we reduce the number of
captions, we can improve the accuracy of current metrics,
and obtain models that achieve higher metric scores, at the
cost of bland and generic captions.

6. Dataset Level Diversity
Not only do sample level diversity and within-sample di-

versity have important impacts on models and metrics, but
dataset-level conceptual diversity matters as well. A com-
mon criticism of captioning models is that they are not gen-
erative, but instead, reproduce captions from the training set
based on a set of global criteria. In general, we hypothesize
that a lack of diversity in the dataset, both in the lack of
overall visual concept diversity, and the exact distribution
of that diversity in the dataset itself leaves models vulner-
able to choosing classification over generation. We further
hypothesize that a lack of conceptual diversity leads mod-
els to produce a few generic captions based on high-level
visual features, instead of generating semantically detailed
captions. In order to support this hypothesis, we attempt
to answer two questions: “how much performance can we
achieve with classification alone?” and “how much does the
explicit selection of visual samples encourage models to-
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Figure 4. A qualitative example from MSR-VTT demonstrating several diversity effects. The blue description is a description with the
minimum distance from the sentence embedding mean, while the red description maximizes the mean BLEU@4 score to all other captions
in the sample. Notably, both captions are much more generic than the other captions in the data, a trend which is consistent across all
samples. We can see that the variance within this sample is high, however the tokens themselves are similar (annotators select similar
tokens for the same sample). Captions are ordered from top to bottom by similarity to the mean caption embedding (See section 5).

wards classification over generation?”

6.1. How many captions make up a dataset?
One interesting question to ask is, how many captions do

you reasonably need to use in order to solve a dataset to
a particular score? This metric is a reasonable proxy for
concept-level diversity, and can more globally measure the
performance of a model. To answer this question, we used a
greedy approximation algorithm for optimal set cover to ap-
proximate the minimum number of captions from the train-
ing set that need to be chosen for MSR-VTT and MSVD
in order to achieve a particular BLEU@4 score on the
validation set. We don’t compute this number for VA-
TEX/MSCOCO or metrics beyond BLEU due to the com-
putational cost of computing a full matrix of caption dis-
tances. Figure 5 demonstrates the results of this experiment.
We can see here that to achieve SOTA BLEU@4 perfor-
mance, we need only to select optimally from a set of 43
captions in the case of MSVD, and 156 captions in the case
of MSR-VTT. Even further, it’s interesting to see that with
only 58 captions in MSVD and 289 captions in MSR-VTT,
we can achieve almost optimal BLEU scores.
This particular result, combined with the fact that models

only need to make a few token-level decisions when gen-
erating language (See subsection 4.2) appears to be a real
cause for models producing generic captions. Not only do
models not have to make many decisions, but overall, they
don’t have to select from many visual concepts either.

6.2. Does the feature set matter?
Caption models are limited not only by a classification ef-

fect but also by the concept-level diversity of the feature
extractors that they use. When models rely on particular
feature extraction methods, we expect pre-initialized fea-
tures to bias models towards classification over generation,
particularly classification among the concepts present in the

Dataset ImageNet Kinetics COCO Places

MSVD 98.27% 38.88% 89.03% 55.68%
MSR-VTT 68.88% 23.51% 59.82% 46.44%
VATEX 98.60% 40.12% 76.86% 60.55%
MS-COCO 93.22% 8.83% 91.70% 60.49%

Table 3. Percentage of samples in the visual description datasets
which contain at least one description that has a sub-string match-
ing a label from the pre-training dataset.

Dataset GT ImageNet Kinetics COCO Places

MSVD 0.453 0.652 0.442 0.634 0.470
MSR-VTT 0.210 0.678 0.467 0.650 0.521
VATEX 0.234 0.576 0.460 0.547 0.485
COCO 0.152 0.680 0.515 0.704 0.292

Table 4. Performance on BLEU@4 score when using the best
core-set ground truth from overlapping categories. Performance
remains surprisingly high when using shared captions, implying
that models are able to leverage template captions instead of scene
understanding. GT: random within-sample leave-one-out ground
truth performance.

pre-training data. Recently, Srinivasan et al. [35] showed
that these biases can compound - so it seems natural to ask
the question: how much do we expect biases in our datasets
to compound with feature extractor bias?
In order to measure how much particular datasets are bi-

ased towards particular feature extractors, we compute a
concept-level “overlap” between several popular feature
datasets [7, 12, 20, 53], and the visual description datasets.
Table 3 demonstrates the percentage of samples in the visual
description datasets which contain at least one description
that has a sub-string matching a label from the pre-training
dataset. While exact overlap from labels to descriptions
may exclude some cases (for example the label ”playing
baseball” does not overlap with any description which has
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only the word “baseball”), we found that fuzzy matching
induced significant numbers of false-positives. This met-
ric thus, represents a lower-bound on the overlap (as can
be seen in the case of MS-COCO, where only 91% of the
descriptions contain an object from the official label set).
We can see that in datasets except for MSR-VTT, the

dataset overlap with ImageNet is relatively high, likely lead-
ing to models which achieve performance based solely on
the use of ImageNet features, as the classification effect de-
tailed in both subsection 6.1 and subsection 4.2 can be exag-
gerated. Similarly, for datasets besides MSR-VTT, adding
object detection features is likely to exaggerate the classi-
fication effect, as the model will be pre-disposed to split
samples into object-category bins.
To explore exactly how much classification performance

can be achieved splitting only along feature extractor
boundaries, we generate sets of captions that match (using
exact matching) a particular label in the feature extractor
pre-training dataset. For each sample, we generate a hy-
pothesis using a randomly sampled caption from the union
of the matching concepts and compute the metric score of
that hypothesis (See the supplementary materials for a de-
tailed discussion). The results of this experiment are given
in Table 4, and we can see that without sufficient concep-
tual diversity, models can achieve strong performance by
segmenting samples among higher-order labels instead of
leveraging visual understanding.

7. Recommendations & Limitations
Our aim in this work is to demonstrate that there are three

unique levels of diversity that need to be maintained when
collecting a dataset: Token-level diversity, within-sample
diversity, and dataset conceptual diversity.
In section 4 we showed that a lack of token diversity di-

versity can lead to simple captions from a core data level:
few decisions need to be made to generate captions, and
a large number of the tokens responsible for this genera-
tion are relatively common, opening the door for potential
limits to model diversity. Token-level diversity is primar-
ily controlled during the labeling phase of dataset collec-
tion, so we believe that both when researchers collect novel
data, and when they are building splits for current datasets,
they should focus on token diversity. Primarily, to encour-
age models to generate from a diverse set of captions, we
recommend maximizing the ED@N score from section 4,
along with increasing token EVS by improving the diversity
of collected captions. Prompts encouraging crowd-source
workers to include higher semantic detail and limits on sen-
tence complexity (such as those introduced in VATEX [42]
and Barbosa et al. [4]) could help prevent token-diversity
effects from appearing in downstream models.
On the other hand, collecting too many ground truths,

as discussed in section 5 presents a model training issue.

Currently, models are trained to reduce semantic variance,
which can lead to captions which are less complex than we
expect. We believe that it is essential future research to ex-
plore how to account for the fact that variance in ground
truth video descriptions is signal and not noise. Methods
for managing multi-modal conditional distributions such as
Slade et al. [32] or multi-label learning such as Tsoumakas
et al. [39] may represent step towards such methods. Fur-
ther, metrics that we use reinforce semantic variance effects
by computing maximums with single samples. We believe
that investigating metrics which focus on comparing mul-
tiple model samples to the full set of ground truth samples
represents a possible solution. By forcing models to ap-
proximate the entire ground truth distribution we may avoid
creating models which optimize away variance in the data.
Finally in section 6, we discussed how a lack of diversity

at a concept level can impact the performance of models.
When metrics have fewer global concepts, or high over-
lap with feature extraction methods, they are more likely
to trend towards classification over generation. In order to
remedy this effect, we recommend the creation of datasets
through sampling independent from the label sets of fea-
ture models. We additionally recommend that when cre-
ating training, validation, and testing splits in the dataset,
the concept-level diversity is monitored to avoid introduc-
ing potential feature or concept biases with respect to pop-
ular feature extraction methods.

Visual Description Toolkit: Alongside this work, we are
releasing a new toolkit2 for visual description dataset evalu-
ation, which is designed to analyze the performance of mod-
els (or ground truths) across the axes explored in this work.
We hope that by making tools for evaluating visual descrip-
tion datasets easily accessible, we can encourage the field
to deeply investigate the sample diversity in their data and
predictions. Further, as part of the analysis toolkit, we are
also releasing a set of splits and of the validation and test
data for the given datasets, designed to test the performance
of models along several of the axes that we discuss in this
work, including conceptual labels and caption length among
others. We hope that such methods for evaluation can help
uncover the deviations of the model from the ground truth
data, and paint a more complete picture of our descriptive
models beyond n-gram scores.

Limitations: While we have demonstrated how diversity
at several levels directly impacts the performance of down-
stream models, we believe that additional research is re-
quired to further understand how the problem of visual de-
scription differs from classification and natural language
processing. In section 5, we use several proxies for caption
complexity, however it is not immediately clear that such
proxies are good measures for the semantic complexity of

2Toolkit available at https://github.com/CannyLab/vdtk
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(a) MSVD Dataset (b) MSR-VTT Dataset (c) MS-COCO Dataset

Figure 5. For several datasets, how many captions from the training dataset are required to achieve a particular BLEU@4 score on the
test set. We can see that in the optimal case, only a few (58 for MSVD, 197 for MSR-VTT, 1578 for MS-COCO) captions are required to
achieve SOTA performance on the dataset. Notably, MS-COCO uniquely requires a unique description for each image.

a caption. As far as we are aware, no such measure of the
“usefulness” of a caption to a visually impaired user exists,
that we can use to evaluate our current caption data. Figure
4 and the additional qualitative examples in the supplemen-
tary material) demonstrate some correlations between cap-
tion complexity, and the mean caption, however we believe
that deeper analysis is necessary.
Our methods are also limited by the choice of metrics used

in this work. Explorations of recent metrics such as FAIer
[41] may indicate that they alleviate diversity effects by fo-
cusing on visual information over textual information, and
leveraging pre-trained grounding models. While novel met-
rics may solve some of the problems, the training effects
observed in section 5 remain common between all models,
and the diversity in section 4 and section 6 are local to the
datasets, and will remain regardless of the metric used.

8. Background & Related Work
This is not the first work to analyze video description data

from a dataset and metric perspective, however, we be-
lieve that it is the first to focus on how dataset diversity
and metric choices directly affect caption generalization.
Hendricks et al. [14], Bhargava et al. [5], Tang et al. [38]
and Zhao et al. [52] have all demonstrated that visual de-
scription data is often biased with respect to protected at-
tributes (such as race, gender or religion), and introduced
new methods for handling specific biases - however, they
do not discuss the impact of general biases on model per-
formance. Both Smeaton et al. [33] and Yang et al. [46]
demonstrate poor cross-dataset generalization in visual de-
scription, and demonstrate that the choice of dataset directly
affects model generalization ability, as well as introduce ad-
ditional model-centric methods for mitigating the impact of
dataset effects. These works complement our own, and they
support our core hypotheses that we discuss in section 7.
Outside of visual description, the evaluation of how lin-

guistic data and metrics affects the performance of down-
stream vision and language models is prevalent. Cadene
et al. [6] demonstrate unimodal language biases in visual

question answering and Choi et al. [10] do the same for ac-
tion recognition. While many papers [11, 16, 18, 29, 31, 45]
make recommendations for reducing linguistic bias based
on the modeling framework, these works do not focus on
the quality of generation, and instead, focus on the equally
important trend of models relying heavily on language pri-
ors to solve tasks. Barbosa et al. [4] introduce methods for
dataset collection which attempt to reduce linguistic bias,
which represents a great leap forward from standard Ama-
zon Mechanical Turk (AMT) collection methods, but does
not discuss how the diversity impacts the performance of
downstream models beyond balancing language priors.

9. Conclusion
In this work we have taken a close look at linguistic di-

versity in common visual description datasets, and detailed
how diversity can impact models and metrics. At the token
level, we showed that a lack of diversity impacts the ability
of metrics to assess the quality of captions, and the ability
of models to generate diverse descriptions. At the sample
level, we demonstrated that high within-sample diversity is
both a blessing and a curse, leaving us with either a failure
of metrics to correctly measure performance, or leaving us
with correct metrics, but bland and generic captions. Fi-
nally, at the dataset level, we demonstrated that even when
single sample and within-sample diversity is maintained,
a lack of conceptual diversity at the dataset level can bias
models towards visual classification over language gener-
ation, opening the door for models which can use a few,
generic, samples to solve the visual description task instead
of generating captions which are rich in semantics.
While this work demonstrates the potential pitfalls of a lack

of diversity in visual description datasets, we believe that by
introducing new tools for analysis, and additional recom-
mendations for data collection and model evaluation, the
field will be able to investigate the sources of poor model
generalization more closely, and build models which are
both robust to visual diversity and can generate diverse, high
quality, and semantically meaningful captions.
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