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Abstract

Nowadays, there are outstanding strides towards a future with autonomous vehicles on our roads. While the perception of autonomous vehicles performs well under closed-set conditions, they still struggle to handle the unexpected. This survey provides an extensive overview of anomaly detection techniques based on camera, lidar, radar, multimodal and abstract object level data. We provide a systematization including detection approach, corner case level, ability for an online application, and further attributes. We outline the state-of-the-art and point out current research gaps.

1. Introduction

Anomalies, also called corner cases, occur everyday on the street, which is why autonomous vehicles need to cope with them. This “long tail of rare events” \cite{45} is seen by many as the core obstacle towards large scale deployments of autonomous vehicles \cite{1, 50, 81}. While there are exciting advances in handling the rare and unknown \cite{47, 91, 92}, it remains crucial to detect anomalies, which is still challenging \cite{55}. In autonomous driving (AD), there are many levels of corner cases and multiple sensor modalities, including camera, lidar, and radar. While an extensive survey regarding camera-based approaches \cite{14} exists, there is little to no research regarding other sensors or corner cases on higher levels of abstraction, including surveys. Here, we provide an overview of anomaly detection methods in the domain of AD for different sensor modalities, including methods not explicitly developed for AD, but which we deem applicable.

We characterize the anomaly detection techniques in Tables 1-5 across the modalities camera, lidar, radar, multimodal, and abstract object level. They are further characterized by their general detection approach, type of corner case, evaluation dataset or simulation, as well as regarding their possible online application. We classify the detection approaches following Breitenstein et al. in five concepts: “reconstruction, prediction, generative, confidence scores, and feature extraction” \cite{14}. Confidence score techniques are often derived by post-processing without interfering with the training of a neural network and subdivided into Bayesian approaches, learned scores, and scores obtained by post-processing. Reconstructive approaches try to reconstruct normality and consider any kind of deviation from it as anomalous. Generative approaches are closely related to the former reconstructive approaches, but also take into account the discriminator’s decision or the distance to the training data. Feature extraction can be based on hand-crafted or learned features to determine a class label or compare modalities on various feature levels. Prediction based techniques predict the next frame(s) expected under normality. An overview can be found in Figure 1.

We follow Breitenstein et al. \cite{13} for the systematization of corner cases with the levels pixel, domain, object, scene and scenario, each being harder to detect. Heidecker et al. \cite{40} extended these camera-based levels to incorporate lidar and radar sensors. Similar to their work, we use the terms “anomaly” and “corner case” interchangeably. In this survey, we focus on natural, external corner cases. Thus, we exclude anomalies on the sensor layer \cite{40}; anomalies on the pixel level; and anomalies due to adversarial attacks.

We list all datasets or simulation environments used and label techniques as online capable if they or similar approaches of equal computational complexity (or higher, denoted by **) are reported as such or name a frame rate above 10 FPS. Methods marked with * are not providing inference performance measurements and are thus labeled as offline.

\begin{figure}[h]
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\includegraphics[width=\textwidth]{figure1.png}
\caption{Overview of anomaly detection approaches based on camera, lidar, radar, multimodal, and abstract object level data.}
\end{figure}
2. Anomaly Detection on Camera Data

Autonomous vehicles are often equipped with different camera systems, like stereo, mono, and fisheye cameras, to ensure a rich perception of the environment. Thus, anomaly detection in camera data holds great potential for more robust visual perception. For this section, we introduce two more criteria following the Fishyscapes (FS) benchmark [31]: auxiliary data and retraining. The former indicates whether an approach requires anomalous data during training. Retraining, however, specifies whether methods cannot use pretrained models, but require a special loss or the retraining, which might decrease the performance [31]. All camera-based methods can be found in Table 1.

**Confidence score.** Approaches on the basis of confidence scores constitute a baseline for the detection of anomalies based on the estimation of uncertainty in neural networks. As one of the earlier works, Kendall et al.’s Bayesian SegNet [51] derives the uncertainty of the semantic segmentation (SemSeg) network SegNet by Monte Carlo dropout sampling, where higher variance of the classes indicates higher uncertainty. The uncertainty can be interpreted as a pixel-wise anomaly score to detect obstacles on roads [69, 89]. A similar approach to detect unknown obstacles on the road is proposed by Jung et al. [48]. They obtain class-conditioned standardized max logits of a segmentation network. This procedure is motivated by the finding that max logits have their own ranges for different predicted classes. The mean and standard deviations are thereby determined from the training samples. Thus, the standardization can be categorized as a learned confidence score approach. In addition to the standardization, they suppress class boundaries and apply a dilated smoothing to consider local semantics in broad receptive fields. Heidecker et al. [41] model the epistemic uncertainty of Mask R-CNN [39] and quantify the class and positional uncertainty of instances. They outline a criterion to detect anomalies based on the position and class uncertainty. Anomalies due to positional uncertainty are defined by the standard deviation of scaled bounding boxes exceeding a predefined threshold. In addition, instances are considered anomalous due to class uncertainty whenever the standard deviation of any class is above the predefined threshold. But Bayesian segmentation networks are slow in inference due to their multiple forward passes through the network with Monte Carlo dropout for each frame. Therefore, Huang et al. [44] simulate the sampling procedure via region-based temporal aggregation in frame sequences and retain the network’s online capability. To ensure the correct uncertainty estimation of moving objects, the previous segmentation is warped via optical flow. Bevandić et al. [6] present a multi-task network to simultaneously segment the input frame into semantics as well as output an anomaly probability map. The latter overrides the SemSeg whenever a probability exceeds a threshold to calibrate the confidence score when the model faces outliers. Most recently, Du et al. [28] presented the general learning framework Virtual Outlier Synthesis (VOS), which contrastively shapes the decision boundary of neural networks by synthesizing virtual outliers. At first, they estimate a class-conditioned multivariate Gaussian distribution in the penultimate latent space. Afterwards, outliers are sampled from a sufficiently small $\epsilon$-likelihood region of this learned distribution. These virtual outliers near the class-boundary encourage the model to form a compact decision boundary between in-distribution (ID) and out-of-distribution (OOD) data. Furthermore, they propose a novel training objective with free energy as an uncertainty measurement, where ID data has negative and the virtual outliers positive energy. During inference, OOD objects are detected with a logistic Regressor based on the uncertainty score.

While the former approaches concentrate on anomalies on the object level, Breitenstein et al. [12] are the first to detect collective anomalies. They learn the normal quantity of class-instances based on a reference dataset. The class-instances themselves are predicted via a Mask R-CNN [39] to end up with a discrete distribution of classes. Furthermore, they introduce a variation of the earth-mover’s distance (EMD) for inference, namely the earth-mover’s deviation (EMDEV). Besides the comparison of distributions, the EMDEV is a signed value which indicates whether the scene contains more or less instances of a class than usual.

**Reconstructive.** Reconstructive and generative approaches are predominantly used for anomaly detection on the object level, since the models learn to reproduce the normality of the training data without any auxiliary data of anomalous objects. For instance, a recent work by Vojir et al. [89] proposes the reconstruction module JSR-Net to detect road anomalies based on a pixel-wise score. They enhance trained SemSeg networks by incorporating their information from known classes into the anomaly score. The network architecture consists of a reconstruction and a semantic coupling module. The former is connected to the backbone of the SemSeg network and reconstructs the road in a discriminative way, meaning it reduces the reconstruction loss of the road while increasing the loss for the remaining environment. In the subsequent module, the resulting pixel-error map is coupled with the output logits of the SemSeg to end up with a pixel-wise anomaly score. The extension module is trained on augmented road images, where patches of noise or a part of the input image are randomly positioned on the road and labeled as anomalous. The evaluation on various datasets shows the superiority of JSR-Net in comparison to others [5, 23, 56, 57] while preserving the closed-set segmentation performance.

A similar approach is evaluated by Ohgushi et al. [69] against the LaF benchmark on a highway dataset with real and synthetic road obstacles. In contrast to Vojir et al., they
combine the entropy loss of the SemSeg with the perceptual loss between the real and reconstructed image to form an anomaly map. They outline a set of post-processing steps where the final obstacle score map depends on the semantic information, the aforementioned anomaly map, and a superpixel division to refine local regions.

Di Biase et al. [25] leverage image re-synthesis [57] by combining the reconstruction error with two uncertainty maps of the segmentation network. The network outputs the softmax entropy and distance additionally to the segmentation output. Similar to [69], the perceptual difference is used as the reconstruction loss between the input and synthesized image. All predicted maps and the input image are fused in a spatial-aware dissimilarity module with three parts: encoder, fusion module, and decoder. In the fusion module, the encoded and re-synthesized inputs and the semantic image are concatenated and fused with a 1x1 convolution. The resulting feature map is evaluated against the jointly encoded uncertainty and perceptual difference via point-wise correlation. The final pixel-wise anomaly segmentation is provided by decoding the fused features and spatial-aware normalization with the semantic information.

**Generative.** According to the FS, LaF, and Segment Me If You Can (SMIYC) obstacle track benchmarks, the dense anomaly detection with $NFlowJS$ of Gricić et al. [35] outperforms all contemporary techniques and represents the current state-of-the-art of camera-based anomaly detection. $NFlowJS$ is jointly trained to generate synthetic negative patches with normalizing flows (NF) atop regular images alongside training the dense prediction network based on these created mixed-content images. The generated negative patches are thereby defined as the anomaly mask. During training, the discriminative model is encouraged to yield a uniform predictive distribution for the generated patch. This induces the generative distribution of the NF to move away from the inliers. At the same time, it is trained to maximize the likelihood of inliers. These opposing objectives support the generation of images at the boundary of the training data while sensitizing the discriminative model for anomalies. Especially, due to the former face, the synthesized anomaly patches are likely to contain similar inliers where the model predicts with high confidence. A strong penalizing of this behavior demolishes the model’s confidence on actual inlier pixels. Therefore, they find the Jensen-Shannon (JS) divergence as a mildly penalizing loss of high confidence predictions. During inference, the closed-set segmentation is masked by the anomaly map generated by a threshold exceeding temperature scaled softmax and the JS divergence between output probability and the training data while sensitizing the discriminative model.

**Table 1. Overview of anomaly detection techniques on camera data.**

<table>
<thead>
<tr>
<th>Author(s)</th>
<th>Year</th>
<th>Ref</th>
<th>Technique</th>
<th>Approach</th>
<th>AoS Data</th>
<th>Retraining</th>
<th>Camera Case Level</th>
<th>Dataset / Simulation</th>
<th>Online</th>
</tr>
</thead>
<tbody>
<tr>
<td>Du et al.</td>
<td>2021</td>
<td>[18]</td>
<td>VDNet</td>
<td>Confidence — Learned</td>
<td>✓</td>
<td>✓</td>
<td>Object — Single-Point</td>
<td>PASCAL VOC [38], BDD100K [99]</td>
<td>✓</td>
</tr>
<tr>
<td>Jung et al.</td>
<td>2021</td>
<td>[46]</td>
<td>Standardized Man Logs</td>
<td>Confidence — Learned</td>
<td>✓</td>
<td>✓</td>
<td>Scene — Contextual</td>
<td>FS Loot-and-Found (LaF) [1], RA [17]</td>
<td>✓ ([11.3 FPS])</td>
</tr>
<tr>
<td>Bremont et al.</td>
<td>2021</td>
<td>[12]</td>
<td>EMDSV</td>
<td>Confidence — Post-processed</td>
<td>✓</td>
<td>✓</td>
<td>Scene — Collective</td>
<td>CS [22], Dicycloscopes-SCS [22], PS [1]</td>
<td>✓</td>
</tr>
<tr>
<td>Malina and Gales</td>
<td>2018</td>
<td>[64]</td>
<td>Dorschet Peer Networks</td>
<td>Confidence — Bayesian</td>
<td>✓</td>
<td>✓</td>
<td>Object — Contextual</td>
<td>FS LaF [17]</td>
<td>✓</td>
</tr>
<tr>
<td>Kiendl et al.</td>
<td>2018</td>
<td>[51]</td>
<td>Bayesian SegNet</td>
<td>Confidence — Bayesian</td>
<td>✓</td>
<td>✓</td>
<td>Object — Single-Point</td>
<td>CamVid [4]</td>
<td>✓</td>
</tr>
<tr>
<td>Olagni et al.</td>
<td>2018</td>
<td>[59]</td>
<td>Autonomous + SameNet</td>
<td>Reconstruction</td>
<td>✓</td>
<td>✓</td>
<td>Scene — Contextual</td>
<td>LaF [17], Highway dataset</td>
<td>✓</td>
</tr>
<tr>
<td>Liu et al.</td>
<td>2018</td>
<td>[15]</td>
<td>ECN</td>
<td>Reconstruction</td>
<td>✓</td>
<td>✓</td>
<td>Scene — Contextual</td>
<td>FS LaF [17], WD (daylight) [16]</td>
<td>✓</td>
</tr>
<tr>
<td>Cappelletti and Manzoor</td>
<td>2018</td>
<td>[27]</td>
<td>DeepRCNN</td>
<td>Reconstruction</td>
<td>✓</td>
<td>✓</td>
<td>Scene — Contextual</td>
<td>Recordings &amp; Tile Japanese highways</td>
<td>✓ (10 FPS)</td>
</tr>
<tr>
<td>Riddimans et al.</td>
<td>2018</td>
<td>[31]</td>
<td>Semantic-GAN</td>
<td>Generative</td>
<td>✓</td>
<td>✓</td>
<td>Scene — Single-Point</td>
<td>CS [22], ImageNet [23], Venus [9], Dicycloscopes-SCS [22], PS [1]</td>
<td>✓</td>
</tr>
<tr>
<td>Xue et al.</td>
<td>2018</td>
<td>[56]</td>
<td>Multi-layer Occlusion</td>
<td>Feature Extraction</td>
<td>✓</td>
<td>✓</td>
<td>Scene — Contextual</td>
<td>LaF [17]</td>
<td>✓</td>
</tr>
<tr>
<td>Bolle et al.</td>
<td>2018</td>
<td>[25]</td>
<td>Feature MSE</td>
<td>Feature Extraction</td>
<td>✓</td>
<td>✓</td>
<td>Domain — Domain Shift</td>
<td>TITI [15], CS [22], BDD100K [99]</td>
<td>✓</td>
</tr>
<tr>
<td>Zhang et al.</td>
<td>2018</td>
<td>[30]</td>
<td>DeepReal</td>
<td>Feature Extraction</td>
<td>✓</td>
<td>✓</td>
<td>Domain — Domain Shift</td>
<td>TITI [15], CS [22], BDD100K [99]</td>
<td>✓</td>
</tr>
</tbody>
</table>
mediated feature space of the SemSeg. As the SemSeg preserves the scene layout but loses the precise scene’s appearance, regular reconstruction errors, like the perceptual loss, would output a high overall difference without informative results. Thus, they propose a discrepancy network which encodes the input and the re-synthesized image via multiple VGG16 [83] networks with shared weights. The features are collectively concatenated with the convolutional encoded semantic map and correlated on all extraction levels and fed into the final decoding CNN on the respective feature level. The semantic-to-image synthesis is also adopted and evaluated by [38, 95] in form of a conditional GAN (cGAN) with a subsequent dissimilarity scoring.

Löhdefink et al. [60] present an approach for the detection of domain shifts. An autoencoder learns the domain of a given dataset in a self-supervised manner. The approach characterizes the training data domain via the distribution of the autoencoder’s peak signal-to-noise ratio (PSNR). During inference, the domain mismatch (DM) is estimated by comparing the learned and incoming PSNR distribution of the data via the EMD. The evaluation shows a strong rank order correlation between the autoencoder’s DM metric and the decrease of SemSeg performance when faced with target domains different than the source domain. While the inference is real-time capable, the approach has to accumulate a certain number of images, as it uses batches as input.

**Feature Extraction.** Another domain shift detection is proposed by Bolte et al. [10], where the mean-squared error (MSE) of feature maps is compared. The MSE is evaluated over entire datasets or batches. Similarly, Zhang et al. [101] propose the DeepRoad framework to validate single input images based on the distance to the training embedding of VGGNet features [83]. Bai et al. [2] detect anomalies in urban road scenes and classify entire input scenes as anomalous. They identify a set of representatives for normal urban scenes via the k-means clustering of scale-invariant feature transform (SIFT) features. Finally, images are classified by a one-class support vector machine (one-class SVM).

Overall, many of the previously outlined techniques work without external data, but require a retraining of the proposed extension module or entire detection architecture.

### 3. Anomaly Detection on Lidar Data

Most often, autonomous vehicles do not solely rely on camera data. Although, camera data has the highest resolution of the three sensor modalities, it lacks an accurate measurement of depth. Therefore, light detection and ranging (lidar) sensors, which provide a three-dimensional depth map of the environment, are often found in sensor setups. While there is much research about local denoising of lidar point clouds on the pixel level [3, 74], we are interested in anomalies on object and domain level, where an entire cluster of points or a large and constant shift in appearance is considered as anomalous. Especially weather conditions like rain, snow, and fog heavily influence the data. All lidar-based methods can be found in Table 2.

**Confidence score.** Recent research by Zhang et al. [100] shows that rain affects the lidar measurement quality, as resulting point clouds are sparser, noisier, and the average intensity is lower. Therefore, they aim to quantify the lidar degradation with the Deep Semi-supervised Anomaly Detection (DeepSAD) approach [77]. They first project 3D lidar data into a 2D intensity image. DeepSAD then transforms the images into a latent space, where all normal images, i.e., the scans without rain, fall into a hypersphere and all abnormal, i.e., rain affected, images are mapped away from the hypersphere’s center. Finally, the distance of a transformed test image to the learned center of the hypersphere is interpreted as the anomaly score. As the model architecture defines anomalies as those who fall out of the hypersphere, we list the proposed methodology as a learned confidence detection approach in Table 2. The trained DeepSAD reaches a Spearman’s correlation of up to 0.82 between the rainfall intensity and degradation score on dynamic, simulated test data. This indicates a considerably accurate quantification of anomaly detection due to weather conditions. Although the approach is developed for rainy and normal weather conditions, we suspect that the proposed method is transferable to other weather conditions, such as snow and fog.

In the past, several architectures have been proposed to detect objects in point clouds, like VoxelNet [102], PointRCNN [82], and PointNet++ [73]. However, these are based on a closed-set setting, thus being only capable of detecting classes that were included in the training set. In contrast, open-set detection methods are able to explicitly classify objects outside the closed-set as unknown upon the regular detection of the predefined classes. The open-set setting therefore loosens the constraint to classify all detections as one of the predefined classes. Consequently, one expects the false positive rate to improve and the model to acknowledge the novelty of objects upon never seen instances.

The idea of an open-set detector for 3D point clouds was first implemented by Wong et al. [94]. They propose an Open-Set Instance Segmentation (OSIS) network, which learns a category-agnostic embedding to cluster points into instances regardless of their semantics. The inference is based on a bird’s eye view (BEV) lidar frame and consists of two stages: the closed-set and open-set perception. In the first stage, a backbone of 2D convolutions extracts multi-scale features, which are then fed into a detection and an embedding head. The latter is the core of OSIS and learns the category-agnostic embedding space. Moreover, the embedding head yields the prototypes of possible closed-set classes. Points are then associated to prototypes of known categories by the learned embedding space. In the second stage, the remaining unassociated points are
The confidence are then refined by unsupervised depth clustering. The approach falls into the category of learned confidence applications with noise of unknown objects via considered as unknown. Those are clustered into instances of unknown objects via density-based spatial clustering of applications with noise (DBSCAN) [29]. The outlined approach falls into the category of learned confidence scores, as the prototypes are learned during training and unknown objects are identified by their uncertainty of class association. OSIS is evaluated on two large-scale, non-public datasets. Here, the technique outperforms other adapted deep learning based instance segmentation algorithms for the detection of single-point anomalies on the object level.

The OSIS network is later used as a baseline for comparison of the Metric learning with Unsupervised Clustering (MLUC) network developed by Cen et al. [17]. They focus on two primary challenges: identifying regions of unknown objects with high probability and enclosing these regions' points with proper bounding boxes. In context of the first problem, the paper shows that the euclidean distance sum (EDS), based on metric learning, is more suitable than a naive softmax probability metric to differentiate between regions of known and unknown objects. They replace the classifier of closed-set detections with the euclidean distance representation to all prototypes of the embedding space. The euclidean distance-based probability is incorporated into the loss function, such that the embedding vector of known classes is close to the corresponding prototypes of the respective class. However, unknown objects are mapped close to the center of the embedding, having a smaller EDS. The EDS measures the uncertainty of closed-set detections. Therefore, boxes with an EDS lower than a threshold $\lambda_{EDS}$ are considered as regions of unknown objects. Similarly to OSIS, these bounding boxes of low confidence are then refined by unsupervised depth clustering. The MLUC considerably outperforms OSIS.

Reconstructive. Masuda et al. [65] show an approach to detect whether an object point cloud is anomalous or not. In contrast to the preceding methods, this technique is based on point clouds of single encapsulated objects. Since automotive lidars provide full environment scans, single objects or regions of interest would need to be extracted by detection or clustering approaches first. The proposed VAE is based on the FoldingNet decoder [98] and learns to reconstruct the set of known objects which are considered as normal. The point cloud is then classified as anomalous based on the reconstruction and the Chamfer distance as an anomaly score. The approach is evaluated on the ShapeNet [21] dataset, which also includes a variety of objects outside the AD domain. The results are promising, as the model achieves an average AUC of 76.3%, where known classes were defined as anomalies.

Overall, anomaly detection on the object level in lidar data is just gaining momentum, after research has already led to various closed-set detection architectures.

4. Anomaly Detection on Radar Data

Radar is the third sensor modality often used in AD. It has a higher range at the cost of a lower resolution and less detailed spatial information than lidar sensors. In comparison to both previous modalities, radar is more robust to changing weather and daytime conditions [90]. In the following, we concentrate on anomaly detection techniques designed for radar systems installed in the automotive industry, like surround, long, and short range radars and exclude techniques based on ultra-wideband and through-the-wall radars. We additionally characterize approaches by the method set (mathematical, feature engineering, Machine Learning (ML) or Deep Learning (DL)) used for detection. All radar-based methods can be found in Table 3.

Radar estimates an objects’ position by measuring the time of flight of electromagnetic multipath waves and their reflections. Due to the multipath propagation, radar can detect even occluded objects [86]. However, this advantage is mitigated by the fact that this also causes noise, reflections and artifacts. Especially reflective surfaces, like guardrails on highways or smooth walls, produce non-existing artifacts. These are a long-standing challenge affecting automotive radars [58]. For this reason, and as this survey focuses on anomalies above the pixel level, we specifically concentrate on methods to detect ghost targets and alike.

Feature Extraction. Most recent work by Liu et al. [58] proposes a model of multipath propagation to identify and remove ghosts based on the targets’ range difference, based on reflections from a guardrail. The established model and numerical results show that the range difference between each real vehicle and its corresponding ghost target only differs slightly. In contrast, the range differences between two, even closely located, real targets are usually far greater. The proposed ghost removal algorithm leverages this finding as it distinguishes between real and ghost targets based on a maximum range difference threshold $\Delta r$, which is nu-
numerically determined in advance. While this mathematical approach is simple and effective in simulation, one has to consider its constraints, as it is limited to a highway-like driving scene with three lanes of fixed size. Moreover, the distance between the target and the reflective guardrail takes only three values and does not simulate lane changes of real vehicles. Similar work was done by Holder et al. [43], Kamann et al. [49], Visentin et al. [88], and Roos et al. [76].

The latest ML algorithms are utilized to detect radar anomalies in a greater variety of driving scenes without the aforementioned constraints of a mathematical model to work. In this context, ghost targets are often defined as a separate class. For instance, Griebel et al. [36] implement a DL method utilizing the PointNet++ architecture. The original architecture uses multi-scale grouping (MSG) layers to extract features on different scales in a point cloud. The MSG module uses a circular form to query a point’s neighboring information. They introduce an extension of the original grouping module, hypothesising that anomalous radar targets occur in a ring-shaped region around the radar sensor origin within the same range as car targets. The so-called multi-form grouping (MFG) module is a combination of the original circular as well as the new ring querying form. Hence, the module incorporates the neighborhood information of both forms at multiple scales. Moreover, they do not solely focus on the detection of multi-path anomalies, like ghost targets, but also on other single target anomalies caused by the Doppler velocity ambiguities or errors in the direction of arrival estimation. The latter are local outliers and fall into the pixel level.

Kraus et al. [52] utilize PointNet++ to not only differentiate between real and ghost objects, but also classify them as (ghost) pedestrians or (ghost) cyclists. Therefore, the evaluation is limited to the Non-Line-of-Sight (NLOS) dataset [80], including only vulnerable road users. They tackle the challenge of sparse radar data by accumulating measurements over a period of 200ms.

While the former approaches detect anomalies in single-shot 2D radar data, Chamseddine et al. [18] evaluate the PointNet++ architecture to detect ghost targets in dense 3D radar data. The PointNet++ architecture is, in contrast to other common 3D detection networks [53, 102], able to learn individual point features and therefore well suited to classify single radar points into real or ghost targets. Ablation studies show that the form of representation of spatial information matter as the additional encoding of points in spherical coordinates boosts the network’s performance.

Another noteworthy approach to detect ghost anomalies regardless of their causes is the procedure of Prophet et al. [72], where initially moving targets are identified by the scanned radial velocity and a threshold value to improve scene understanding. Afterwards, a set of hand-crafted features is defined for each detection under test (DUT). These features comprehend the DUT parameters, the vehicles motion state, the error value calculated in the first step, the number of static and moving neighbors, as well as the calculation of an occupancy grid map (OGM) around the DUT. Moreover, they include a Boolean feature indicating the presence of a moving neighbor detection around the DUT in the previous frame. Consequently, this technique is the first to incorporate temporal data to improve detection. Finally, these features are fed into ML algorithms like a SVM, k nearest neighbor classifier (KNN), or RF. According to the subsequent evaluation on a data set of 36,916 detections, the RF outperforms all other algorithms with a success rate of 91.2%. Similarly, Ryu et al. [79] train a multilayer perceptron (MLP) on a set of six features to remove ghost targets from a tracking algorithm.

**Reconstructive.** Garcia et al. [32] use a two-channel image consisting of the aforementioned occupancy grid and moving detections map as an input of a **fully convolutional network** (FCN). The proposed architecture is segmented in an encoder and a decoder part. While the former extracts the semantic information into a lower resolution representation, the latter reconstructs the spatial information and maps the extracted representation back to the original image size. In the resulting map of probabilities, a moving target is considered a ghost detection. The technique achieves a binary classification accuracy of 92% on a test set of 50 images.

Overall, many approaches assume that ghost and real targets can be differentiated by their feature set in contrast to conventional, i.e., reconstructive or confidence based tech-

Table 3. Overview of anomaly detection techniques on automotive radar data

<table>
<thead>
<tr>
<th>Author(s)</th>
<th>Year</th>
<th>Ref</th>
<th>Technique</th>
<th>Approach</th>
<th>Method set</th>
<th>Corner Case Level</th>
<th>Dataset / Simulation</th>
<th>Online</th>
</tr>
</thead>
<tbody>
<tr>
<td>Liu et al.</td>
<td>2021</td>
<td>[59]</td>
<td>Range difference</td>
<td>Feature Extraction</td>
<td>Mathematical</td>
<td>Scene — Contextual</td>
<td>Numerical simulation (≤ 50 ms)</td>
<td>✓</td>
</tr>
<tr>
<td>Griebel et al.</td>
<td>2021</td>
<td>[36]</td>
<td>MFG PointNet++ [73]</td>
<td>Feature Extraction</td>
<td>DL</td>
<td>Scene — Contextual</td>
<td>Hand-labeled 2D data (≤ 70 ms)</td>
<td>✓(42.7 FPS)</td>
</tr>
<tr>
<td>Chamseddine et al.</td>
<td>2018</td>
<td>[18]</td>
<td>PointNet++ [73]</td>
<td>Feature Extraction</td>
<td>DL</td>
<td>Scene — Contextual</td>
<td>Lidar-labeled 3D data</td>
<td>✓</td>
</tr>
<tr>
<td>Kraus et al.</td>
<td>2020</td>
<td>[52]</td>
<td>PointNet++ [73]</td>
<td>Feature extraction</td>
<td>DL</td>
<td>Scene — Contextual</td>
<td>NLOS [80]</td>
<td>✓</td>
</tr>
<tr>
<td>Ryu et al.</td>
<td>2018</td>
<td>[79]</td>
<td>Feature Extraction</td>
<td>MLP</td>
<td>Scene — Contextual</td>
<td>City center intersection</td>
<td>✓</td>
<td></td>
</tr>
<tr>
<td>Visentin et al.</td>
<td>2017</td>
<td>[88]</td>
<td>Pauli decomposition</td>
<td>Feature Extraction</td>
<td>Mathematical</td>
<td>Scene — Contextual</td>
<td>Experimental setup</td>
<td>✓</td>
</tr>
<tr>
<td>Roos et al.</td>
<td>2017</td>
<td>[76]</td>
<td>Orientation &amp; motion</td>
<td>Feature Extraction</td>
<td>Mathematical</td>
<td>Scene — Contextual</td>
<td>Simulation</td>
<td>✗</td>
</tr>
</tbody>
</table>
niques as shown in Table 3. Despite that, we expect future work to further improve by taking into account temporal information, as indicated in [72].

5. Anomaly Detection on Multimodal Data

Autonomous vehicles are typically equipped with multiple modalities. In the following, we provide an overview of techniques which identify anomalies based on irregularities between the individual sensors or by fusing information. All multimodal methods can be found in Table 4.

**Feature Extraction.** Following on from the previous detection of ghost targets in radar data, Wang et al. [90] propose a multimodal technique. Transformers are well suited for 3D point clouds as their attention mechanism is permutation invariant, which is hard for conventional neural networks. Moreover, transformers explicitly model a point’s interactions, in contrast to the aforementioned architectures like PointNet++. The authors adopt a multimodal transformer network to detect radar ghost targets by referencing lidar points. Radar point clouds are way sparser than lidar point clouds, which hinders the data matching. Therefore, individual radar points query for surrounding lidar points by KNN and provide local feature information, like a “magnifying lens”. They apply self-attention for the unstructured radar data itself to identify ghost targets, as these show high affinity to the corresponding real targets. The attention modules are stacked to a network. Lastly, the fully connected segmentation head of PointNet++ is utilized to classify individual radar points as possible ghost targets. The proposed method is evaluated on the nuScenes dataset [16]. Worth mentioning, the ground truth of ghost targets was generated by comparing radar and lidar data.

Sun et al. [85] present a real-time fusion network for SemSeg based on RGB-D data. The primary goal of the multimodal architecture is to improve image segmentation by incorporating depth information. Furthermore, they argue that the multi-source segmentation framework is also capable to detect unexpected road obstacles, providing a unified pixel-wise scene understanding. However, the evaluation on the CS dataset [22] does not provide detection performance measures for the unexpected obstacles, as the approach concentrates on the SemSeg of closed-set classes. Another RGB-D based detection of road obstacles is implemented by Gupta et al. [37] in form of MergeNet. As the architecture’s name suggests, the model merges two networks, the Stripe-net and Context-net, via a third meta Refiner-net. The Stripe-net extracts low-level features of the RGB and depth data in parallel, based on images split in stripes. This forces the network to learn discriminative features within narrow bands of information and a small subset of parameters. Moreover, this allows for a more reliable detection of small road obstacles. In contrast, the Context-net is trained on the entire RGB image and is determined to learn high-level features. The Refiner-net acts as a meta network to combine the complementary features and end up with a form of curriculum learning. As a result, MergeNet is trained to discriminate between road, off-road, and small obstacle, where we consider the latter as abnormal.

Ji et al. [46] propose a supervised VAE (SVAE) to merge multiple sensor modalities of different dimensionality. This is especially useful for the fusion of dense lidar data and radar data of lower resolution. They abandon the decoder after training and use the learned encoder as a feature extractor. The modalities’ latent representation is then – along with other encoded modalities – fed into a fully connected layer to identify an anomalous operation mode of the vehicle. Even though the method was designed for field robots, we expect it to be transferable to other driving scenes.

In summary, one can see in Figure 1, that all of the multimodal anomaly detection techniques are based on the comparison of the individual modalities’ extracted features. We argue, that multimodal detection could become much more relevant, as it broadens the search space for potential anomalies, while reducing the risk of false positives.

6. Anomaly Detection on Abstract Object Data

The previous sections gave an overview of anomaly detection techniques suitable for specific sensor modalities. The following approaches are focusing on a more abstract level of pattern analysis, i.e., the detection of anomalous behavior in scenarios, which are not necessarily bound to a sensor modality. Thus, the approaches are designed to detect anomalies on the scenario level [13] and deal with risky and abnormal driving behavior of non-ego vehicles. All abstract object-level based methods can be found in Table 5.

**Prediction.** Yang et al. [97] assess the behavior of driving vehicles based on Hidden Markov Models (HMM) to detect anomalous scenarios. The observation states

---

Table 4. Overview of anomaly detection on multimodal sensor data

<table>
<thead>
<tr>
<th>Author(s)</th>
<th>Year</th>
<th>Ref</th>
<th>Technique</th>
<th>Approach</th>
<th>Corner Case Level</th>
<th>Dataset / Simulation</th>
<th>Online</th>
</tr>
</thead>
<tbody>
<tr>
<td>Wang et al.</td>
<td>2021</td>
<td>[90]</td>
<td>Multimodal transformers</td>
<td>Feature Extraction</td>
<td>Scene — Contextual</td>
<td>Auto-labeled nuScenes [16]</td>
<td>✓</td>
</tr>
<tr>
<td>Sun et al.</td>
<td>2020</td>
<td>[85]</td>
<td>RGB-D network</td>
<td>Feature Extraction</td>
<td>Scene — Contextual</td>
<td>CS [22]</td>
<td>✓(22 FPS)</td>
</tr>
<tr>
<td>Ji et al.</td>
<td>2020</td>
<td>[46]</td>
<td>SVAE</td>
<td>Feature Extraction</td>
<td>Scene — Contextual</td>
<td>TerraSentia</td>
<td>✓</td>
</tr>
<tr>
<td>Gupta et al.</td>
<td>2018</td>
<td>[37]</td>
<td>MergeNet</td>
<td>Feature Extraction</td>
<td>Scene — Contextual</td>
<td>LaF [70]</td>
<td>✓(5 FPS)</td>
</tr>
<tr>
<td>Pinggera et al.</td>
<td>2016</td>
<td>[71]</td>
<td>FPHT</td>
<td>Feature Extraction</td>
<td>Scene — Contextual</td>
<td>LaF [70]</td>
<td>✓(20 FPS)</td>
</tr>
</tbody>
</table>
of the Markov model are provided by the Conditional Monte Carlo Dense Occupancy Tracker (CMCDOT) framework [78] and comprise real-time velocity as well as vehicle position through probabilistic occupancy grids. The framework derives these observations based on point cloud and odometry data. As a result, the pipeline can reliably infer risky and abnormal driving behaviors in simulated multi-lane highway scenarios with two non-ego vehicles.

Bolte et al. [9] propose an anomaly detection on the scenario level, where patterns are observed over a sequence of sensor data, i.e., camera images. They consider all subtypes: anomalous, novel, and risky scenarios [13]. They quantify the anomalous behavior for moving objects, such as pedestrians or cars, due to the nature of scenario anomalies. The error between the real and a predicted frame is considered as the anomaly score. The predicted frame is generated by an adversarial autoencoder and based on the past sequence of input frames. Hence, the anomaly score can also be interpreted as the non-predictability of the model. The model is evaluated with MSE, PSNR, and structural similarity index measure (SSIM) [93] metrics, and anomalous scenarios are determined by a threshold. They localize anomalous behaving objects by dividing the input image into grid cells of user-specific size and weight close objects higher, as those pose a higher risk of collision.

A similar, but more comprehensive, approach is outlined in the paper of Liu et al. [59]. They adopt U-Net [75] as an image-to-image translation model to predict the next frame based on the past sequence of frames. In contrast to the former approach [9], their framework considers also temporal information of scenarios. They extend their objective function by an optical flow constraint to retain the motion information of moving objects. The optical flow is calculated via Flownet [26]. They leverage adversarial training to discriminate between real and fake images to further boost the performance of the future frame prediction. Anomalous scenarios are again identified by the PSNR of the real and predicted frame exceeding a predefined threshold.

Reconstructive. Stocco et al. propose SelfOracle [84] for the detection of safety-critical misbehavior, like collisions and out-of-bound episodes. The architecture uses a VAE to reconstruct a set of preceding input images of a current scene and calculates the corresponding reconstruction errors. During the training on normal data, the model is fitting a probability distribution to the observed reconstruction errors via maximum likelihood estimation. The estimated distribution can then be used to determine a threshold value $\theta$ to distinguish between anomalous and normal behavior. The parameter $\epsilon$ corresponds to the probability of the tail and thus $\theta$ controls for the false positive rate of the detection. In addition, SelfOracle implements a time-aware anomaly scoring by applying a simple autoregressive filter on the sequence of reconstruction errors, as the current error might be susceptible to single-frame outliers. While they evaluate SelfOracle only in a simulation environment, the approach seems promising and even outperforms the author’s implementation of the DeepRoad framework.

Finally, anomaly detection on the object level heavily depends on human driving behavior. Therefore, with the rise of autonomous vehicles on the road, AD will experience a large concept drift in behavior prediction.

7. Conclusion

In this paper, we provide an extensive survey of techniques for the detection of anomalies in the field of autonomous driving. While the survey by Breitenstein et al. that we build upon [14] is limited to camera data, we characterize techniques across different sensor modalities. Most of the recent advancements are concerned with image-based anomaly detection, while lidar- and radar-based approaches are still struggling to gain momentum. One reason for this is the absence of benchmarks, which so far only exist in the camera sector. The community misses common datasets of labeled anomalies, which leaves the unified comparison of detection techniques difficult. Tables 1-5 show that each modality might be more suitable for the detection of one or only few types of corner cases, as e.g., lidar-based techniques focus strongly on single-point anomalies. Overall, the state-of-the-art especially detects contextual anomalies on the scene level, while collective anomalies lack behind.
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