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Abstract

3D object tracking is a critical task in autonomous driv-
ing systems. It plays an essential role for the system’s
awareness about the surrounding environment. At the same
time there is an increasing interest in algorithms for au-
tonomous cars that solely rely on inexpensive sensors, such
as cameras. In this paper we investigate the use of triplet
embeddings in combination with motion representations for
3D object tracking. We start from an off-the-shelf 3D object
detector, and apply a tracking mechanism where objects are
matched by an affinity score computed on local object fea-
ture embeddings and motion descriptors. The feature em-
beddings are trained to include information about the vi-
sual appearance and monocular 3D object characteristics,
while motion descriptors provide a strong representation of
object trajectories. We will show that our approach effec-
tively re-identifies objects, and also behaves reliably and
accurately in case of occlusions, missed detections and can
detect re-appearance across different field of views. Exper-
imental evaluation shows that our approach outperforms
state-of-the-art on nuScenes by a large margin. We also
obtain competitive results on KITTI.

1. Introduction

3D Multi-Object Tracking (MOT) is a crucial task for au-
tonomous cars since it plays a central role in providing sur-
round situational awareness. At the same time there is an
increasing interest in exploring perception algorithms that
solely rely on cameras since they are relatively inexpensive,
compared to other sensors such as LIDARs and radars. Nev-
ertheless camera-only 3D MOT methods so far have not re-
ceived as much attention as 2D methods [28]. Recent devel-
opments in monocular 3D object detection open new possi-
bilities for 3D object tracking. The number of 3D object
detectors in fact has been increasing recently, demonstrat-
ing promising results [4,7,8,16,29,41,42,49,50]. These
detectors are capable of estimating the 3D location in cam-
era frame coordinates of an object, along with its size, ori-
entation and category. 3D object detectors allow to work
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Figure 1. Illustration of re-identification with our tracking
pipeline. The fuchsia colored car on the left is being occluded
for a few frames by the blue car and the ID is picked up again.

in 3D and thus benefit from the additional information in-
corporated in the detections. In addition 3D MOT permits
to follow each object in the real world space, a task that is
simply not possible with 2D MOT.

3D tracking essentially consists of two sub-tasks: 3D de-
tection and re-identification. 3D detection is the operation
of recognizing objects in images and estimating their posi-
tion, dimension and orientation. Re-identification allows to
consistently follow each of them and to keep track of their
position history. Tracked objects have to be associated with
a unique ID and the same ID has to be correctly re-assigned
to the same object each time it is detected. Furthermore, the
tracking system has to be able to re-assign the same ID to
the same object even after a temporary occlusion, a missed
detection, or when the object reappears in a different cam-
era.

In this work we introduce an online camera-only track-
ing mechanism that follows the Tracking-by-Detection
paradigm. We operate under the traditional framework that
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consists of a detection step and a data association step, fo-
cusing on the design of the second one. Similarly to previ-
ous 2D approaches [20,30,36] we investigate how to model
the motion of the objects in 3D space with a single neu-
ral network and how to extract powerful view-independent
object visual features [30]. To extract visual features we
borrow techniques from the re-identification [15,25] and
face recognition [38] literature. Our approach applies an
independent detector to all images frames and it tries to link
detected objects to trajectories of tracked objects, by ex-
ploiting motion and appearance information. Appearance
features are condensed in triplet embeddings and the ob-
jects motion is modeled through a Long Short-Term Mem-
ory (LSTM). Identity association is then finally solved with
the Hungarian algorithm [24] based on an affinity matrix
that summarizes affinity scores between previously tracked
objects and detected objects. The method can operate with
any camera setup and with any off-the-shelf 3D object de-
tector. Through experimental evaluation we show that a tra-
ditional approach consisting of a detection step and a data
association step can be highly competitive in terms of track-
ing performance.

Some state-of-the-art methods perform joint detection
and tracking but at the expense of weaker objects repre-
sentations or lack of synergy between motion and appear-
ance cues. Some also manually design similarity metrics
for the data association step, not fully exploiting the power
of Neural Networks [6,17,18,62]. We instead advocate for
a data-driven method that focuses on strong appearance and
motion representations. Exploiting both cues makes it ro-
bust in case of temporal occlusions and missed detections,
being able to pick up again objects identities. An example is
shown in Fig. 1. Our main contributions can be summarized
as follows:

* We propose a camera-only tracking method that can be
used with any off-the-shelf 3D object detector and any
camera setup.

* We introduce an explicit embedding model that uses
2D and 3D appearance cues jointly with 3D motion.

¢ We set a new state-of-the-art on the nuScenes camera
only tracking benchmark and we obtain competitive
results on KITTI.

2. Related Work

The 3D tracking task aims at following each detected ob-
ject and to keep track of their trajectories in the real world
space. As for 2D MOT current research largely focuses on
the tracking-by-detection paradigm [6,32,52,57,60], in-
cluding state-of-the-art trackers [17, 18,34,54]. [52] sets
a simple baseline using a combination of a 3D Kalman fil-
ter and the Hungarian algorithm [24]. QD-3DT [!7, 18]

proposes an unified framework for joint detection, appear-
ance feature extraction and tracking. It combines appear-
ance and predicted motion information to match detections
with tracklets. DEFT [6] also advocates for an unified de-
tection and tracking framework while using a LSTM that
captures motion constraints to filter out physically implausi-
ble matches. [!] integrates a Kalman filter for state estima-
tion and motion prediction along with appearance features
to associate detections with tracked objects. [47] makes
use of the triplet loss to learn embeddings that improve data
association in a self-supervised manner. On the other side
others try to track objects without any appearance informa-
tion [46]. [37] pairs up an object detector and a recursive
filter that predicts and refine object positions and kinemat-
ical properties to track objects in 3D space. In [62] they
keep track of objects by consistently following their centers
in 2D space, however, they trade the ability to re-identify
identities after long occlusions with speed. [45] proposes
an approach in 2D that can directly be extended to 3D to
hallucinate trajectories of fully occluded objects by extend-
ing the CenterTrack model with a recurrent memory mod-
ule. [48] performs tracking given point cloud data with and
end-to-end network that detects objects and directly assigns
tracking IDs. Graph Neural Networks have also been used
in the context of 3D MOT [53,58]. OGR3MOT [58] mod-
els data association, and track management through a graph
representation, while GNN3DMOT [53] extracts appear-
ance and motion features from 2D and 3D spaces and with a
Graph Neural Network (GNN) that models their interaction.
[39] proposes shape pose and motion costs to improve data
association and tracking. [26] presents a tracking pipeline
that exploits 2D and 3D world space motion consistency to
improve long-term tracking under occlusions. [2] proposes
a confidence-based method for initialization and termina-
tion of tracklets. State-of-the-art performance can also be
achieved without using the tracking-by-detection paradigm
[55]. Finally, there is an entire line of works that take ad-
vantage of multiple sensors by combining their information
flows [9,19,22,40,59,60].

3. Method
3.1. TripletTrack

Let’s formalize the re-identification task: we
can define the state of a tracked object as 7T; =
(z,y,2,0,w,h,1,ID,p), the state of a detected object
D; = (z,y,2,0,w, h,l) where x, y and z are the center of
the 3D bounding box in global coordinates, 6 is the yaw
angle, w, h, and [ are the width, height and length respec-
tively, ID is a unique id assigned to a tracked object and p is
the object path history. We can also define the set of tracked
objects at time ¢ — 1 as 7*~! = {7/~ Y Ti !, .. T}
and the set of detected objects D' = {D% D%, ..., Dt}.
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Figure 2. Proposed pipeline. At every time frame ¢ all pairs tracked-detected objects Tf*l, D;- are compared to compute an affinity
matrix. The computed appearance embedding of a detected object is concatenated with the appearance embedding of a tracked object.
The motion representation of a tracked object is concatenated with BEV 3D position of the detected object. The appearance and motion
components are fed to an affinity network that computes the affinity score for a specific pair of objects. The affinity matrix is later used by
the Hungarian algorithm to associate objects and re-assign the same ID. Lost objects are repeatedly compared with new detections up to a
maximum amount of time. If they have not been re-identified after the maximum amount of time they are discarded. Unmatched detections

are considered new objects.

The objective of a re-identification algorithm is to take as
input the set of previously tracked objects T~! and the
new detections set D' and assign to the detected objects
the same ID that they had in the previous frames. If new
objects enter into the scene they have to be assigned with a
new ID. Human drivers have the innate capacity to perform
such a task by implicitly using two cues: appearance and
motion. We therefore take inspiration from this to design
an algorithm that exploits these cues.

Motion. Motion can be learned with a Neural Net-
work. The purpose of learning a motion model is to be
able to extract a compact representation of an object tra-
jectory in space. A well suited model for this purpose is the
LSTM. This is a particular type of Recurrent Neural Net-
work (RNN) which can process a series of inputs and iden-
tify patterns within the input motion sequence. By train-
ing the model with objects’ trajectories we believe that it
can learn how objects typically move in space providing a
meaningful representation. Our ablation study in Section
5.1 shows that this can be attained. In this work we aim to
train a single LSTM that can be used to re-identify objects
of any class. Since we want to model the objects motion
in space, we believe that the most straightforward way is
to feed the LSTM with the 3D position projected on the
ground plane, which we will call "BEV 3D position”, ex-
pressed in global coordinates. This can be achieved by us-
ing a 3D object detector and a GPS/IMU that determines the

ego pose with respect to a global reference system.

2D Appearance. The other key attribute is the visual
appearance of an object, such as an objects shape, or its
reflectance properties observed through a camera or set of
cameras. Appearance information is especially desirable in
case of long lasting occlusions of dynamic objects. When
an object is not in sight for a long time, the motion analy-
sis may struggle to re-identify it. In these cases, appearance
information provides a strong clue that allows to correctly
assign the ID to the object that reappeared. In order to effec-
tively extract robust object visual features, we employed a
dedicated Convolutional Neural Network (CNN) that com-
putes triplet embeddings. Ideally, the visual characteristics
of an object should be invariant to the view point, scale, il-
lumination, partial occlusions, truncation and background
clutter.

3D Appearance. Each detection out of a 3D object de-
tector comes with the estimated 3D bounding box size. This
information can be regarded as an additional appearance
feature and exploited to improve the embeddings discrim-
inative ability. We therefore concatenate the estimated 3D
bounding box size of the corresponding object at the last
layer of the CNN.

Affinity network. Our re-identification method extracts
appearance features with the CNN, and motion features
with the LSTM from tracked and detected objects. A tiny
affinity network is then responsible to combine them and to
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determine their similarity. The re-identification pipeline is
shown in Fig. 2.

3.2. Training

The proposed pipeline is trained in two stages, and dur-
ing the entire training process we make use of the annota-
tions provided with the dataset. This makes the training pro-
cess completely independent from the object detector that
will be used during inference time.

In the first stage we train the CNN to learn objects em-
beddings. We use the triplet loss, first proposed in [38].
The triplet loss has been extensively used in the past, es-
pecially in the context of re-identification for surveillance
purposes [15,25,43,51]. It is computed over a triplet of im-
ages: an anchor, a positive and a negative; the anchor and
the positive images show the same object, while the nega-
tive shows an object with a different identity. It learns an
embedding space by forcing embeddings of the same iden-
tity to be closer to each other than an embedding from any
other identity by at least a margin m. Since the aforemen-
tioned datasets provide unique identity annotations for each
object, they can be used as ground truth labels to train an
embedding model with the triplet loss. The triplet loss is
expressed as follows:

Lii =Y [m+Dap—Danl, M

a,p,n

where D is the embedding distance. As input to the net-
work we provide crops of projected ground truth 3D bound-
ing boxes and the corresponding 3D bounding box sizes. A
triplet of crops can contain objects from any scene at any
frame in the dataset. We supervise the network with the
triplet loss and the ground truth objects identity labels from
the dataset. However, particularly in automotive datasets
that provide continuous camera recordings, the similarity
between the same object in succeeding frames is very high,
hence it is crucial to train the CNN on the most informa-
tive triplets. Therefore we followed the online mining strat-
egy proposed by [15]. The training batches are built in the
following way: P identities are randomly sampled from
the dataset and then K images of each identity to build
batches of PK images. Over such a batch, a maximum of
PK(PK—K)(K —1) triplets combinations can potentially
be sampled. In order to sample the most informative triplets
we use the batch hard online mining [15] to compute the
triplet loss over the hardest triplets, resulting in PK triplet
contributions in the loss computation.

In the second stage we jointly train the entire pipeline
that includes the LSTM, the affinity network and the CNN.
However the CNN weights are not updated in this stage.
The pipeline is trained in batches and each batch element
corresponds to a specific frame of a specific scene in the
dataset. A single batch contains frames from any scene and

in random order. For each frame a maximum amount of
tracked objects and detected objects is randomly sampled.
With a tracked object we refer to any object whose most
recent annotation in the scene was there at most B frames
in the past. With a detected object we refer to any anno-
tated object in the current frame. We supervise the pipeline
using the binary cross entropy loss and a ground truth affin-
ity matrix. Let M denote the number of sampled tracked
objects and N the number of sampled detected objects in
a specific frame. We define a ground truth affinity matrix
Y € {0, 1}M>*¥ using their identity labels. For every pair
(T}~ L D;) the pipeline determines if they correspond to the
same identity by computing a similarity score. The affin-
ity network receives as input the appearance embedding'
and the position history representation of Tit_l, along with
the appearance embedding and the BEV 3D position of D';
These cues are combined and used to compute the estimated
affinity y;; € [0, 1]. By repeating this process for every pair
(i1, D) we obtain an affinity matrix Y e [0,1)M*N,
To produce the feature embeddings the CNN is fed with the
crop of the projected 3D bounding box and the 3D bounding
box size. While the LSTM processes the BEV 3D position
history of the tracked object. The binary cross entropy loss
is then computed over corresponding elements of the two
matrices as follows:

M N

L.= Z Z(—p yij log(vij) +(1—yij) log(1—4i;)) (2)

where y;; € Y, 4;; € Y and p is the weight for the posi-
tive pairs. The ground truth y;; corresponds to 1 when the
two identity labels are the same, 0 otherwise. Moreover, at
each frame, the number of positive pairs is much lower than
the number of negative pairs, hence, when computing the
binary cross entropy loss, we balance the positive weight p
in the loss accordingly.

However BEV 3D coordinates cannot be directly fed to
the LSTM as they are. They can in fact become arbitrarily
large, depending on the distance between the object and the
origin of the reference system. The consequence is that the
training process is numerically unstable. To overcome this
problem we translate each motion sequence point w.r.t the
first point of the input sequence. We also limit the number
of last positions processed by the LSTM to a maximum of
L. With these tricks the input values always span approx-
imately the same range and let the training kick off. The
BEV 3D position of D§ is also given w.r.t. the first Tit*1
sequence point. '

IThe appearance embedding of a tracked object is computed over its
last visible annotation.
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3.3. Inference

During inference time, the pipeline is run over sequences
and it takes as input detections from the object detector. At
each frame it computes the similarity score between pre-
viously tracked objects and detected objects in the current
frame. The estimated affinity matrix is then solved by the
Hungarian algorithm [24] to complete the assignment task.
The lowest tolerated score for a match is set to 0.5. Solving
the affinity matrix with the Hungarian algorithm implies to
find the pairs that are likely to be the same object, based
on their motion and their aspect. The process is repeated
frame-by-frame to re-identify objects over time.

Tracking score. A tracking score is given to each de-
tected object after the pipeline processing. To compute a
value that takes into account detection and re-identification,
we compute the tracking score as the product between the
detection score and the affinity score. When a detected ob-
ject is considered to be new we set the tracking score equal
to the detection score.

4. Implementation and evaluation
4.1. Datasets and metrics

nuScenes. nuScenes [5] is a multimodal autonomous
driving dataset released in 2019. It contains annotated se-
quences of approximately 20 seconds long captured from
a vehicle driving in urban environments. The dataset pro-
vides data acquired from different sensors namely cameras,
LiDAR and radars. The number of cameras is 6 and they
capture the full 360 degrees view around the car. Different
types of objects are annotated with 3D bounding boxes in
global coordinates at a frame rate of 2 FPS. These frames
are named keyframes. Each annotated object is provided
with a unique ID across the entire dataset which in our
method serves as ground truth supervision. nuScenes also
provides frames in between annotated frames, making avail-
able a stream of 12 FPS. However, since our method re-
lies on annotations during the training processes, we only
used keyframes during the evaluation. nuScenes hosts a
3D tracking benchmark, making it suitable to evaluate our
method.

KITTIL KITTI MOT [12] is a single-camera MOT
benchmark. It includes 21 training sequences and 29 test
sequences of footage recorded by a single camera, mounted
on top of a car. Several object categories are annotated
with 3D bounding boxes in camera coordinates and unique
IDs, similarly to nuScenes. GPS/IMU data is also available,
which allows objects to be expressed w.r.t. a global coordi-
nates system.

Metrics. To evaluate the proposed tracking method
we rely on the evaluation tools provided by nuScenes and
KITTIL

The nuScenes 3D tracking benchmark uses evaluation

metrics introduced in [52], named Average Multi Object
Tracking Accuracy (AMOTA) and Average Multi Object
Tracking Precision (AMOTP). These modified metrics have
been introduced to address the main limitation of the con-
ventional CLEAR metrics Multi Object Tracking Accuracy
(MOTA) and Multi Object Tracking Precision (MOTP) [3].
MOTA accounts for all object configuration errors made by
the tracker: false positives, misses, mismatches, over all
frames. MOTP shows the ability of the tracker to estimate
precise object positions, independent of its skill at recog-
nizing object configurations and keeping consistent trajec-
tories. Conventional metrics are computed at the best re-
call value that yields the maximum value of MOTA. How-
ever in this way the metrics do not provide an exhaustive
overview of the tracker performance at different recall val-
ues. To overcome this issue the AMOTA and AMOTP are
computed as the integral of MOTA and MOTP across the
spectrum of recall values, better summarizing the tracker
performance.

KITTI MOT benchmark assesses the performance of a
tracker using the recently proposed Higher Order Tracking
Accuracy (HOTA) [27]. This metric is computed as the
combination of three Intersection over Union (IoU) scores
that account for localization, detection and association. For
this reason a single number can be used to rank tracker per-
formance. The HOTA metric allows to focus on single abil-
ities of a tracker and to compare them in a more fine-grained
manner e.g. it extends the concept of precision and recall to
measure association performance.

4.2. Implementation details

To train the CNN we use a batch size of 128 with K = 4
and P = 32. The margin value m in the triplet loss is
set to 1. Using a hard mining strategy (in particular select-
ing the hardest negatives) to train the CNN could lead to
a collapsed model i.e. the network predicts every embed-
ding close to 0 [38]. This problem can be solved by first
warming up the network by sampling semi-hard triplets as
proposed in [38] or with the batch all online mining strat-
egy [15] and then continue the training with the batch hard
mining. Note also that constructing batches with two or
more identical vehicles with different label identities, might
potentially lead to distortions in the embedding space. In
fact they would be pushed far apart by the triplet loss since
they would be treated as negative examples. Nevertheless,
we assume the probability of two or more identical vehicles,
ending up in the same batch sufficiently low. For our exper-
iments we use a ResNet-18 [14] with pre-trained weights
on ImageNet [1 1] where we replaced the last layer with a
fully-connected (FC) one of size 128. As optimizer we use
Adam [23] with learning rate 10~® on nuScenes and 106
when fine-tuning on KITTL

Crops preparation. The quality of crops taken out from
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3D bounding box projections can vary greatly. In fact, pro-
jected boxes would hardly include the target, in case of large
occlusions, heavy truncation and projections that lie on the
edges of the image. Low quality crops can potentially re-
duce the quality of the embeddings and introduce distor-
tions in the embedding space. To mitigate this issue we ap-
ply filters on the selection of the projected bounding boxes,
such that the CNN is trained on cleaner crops. Filtering is
carried out based on bounding box resolution, their aspect
ratio and visibility score. Crops are resized to a fixed size
of 224 x 224.

Crops and bounding box sizes augmentation. To
make the network more robust under a variety of condi-
tions, we applied different data augmentation techniques on
the input crops. Color jittering, random horizontal flipping,
random rotation and cutout [61]. To also make it more
robust against fluctuations of estimated 3D bounding box
sizes, typical of object detectors, we add noise on width,
height and length. We apply a percentage of noise to each
dimension of the bounding box drawn from a uniform dis-
tribution X ~ U(—a,a) with a = 0.2. Adding noise to
the 3D bounding box size is necessary. This is due to the
fact that the annotated size of an object is consistent over
different annotations. In fact, without noise, the size would
act as fingerprint that artificially differentiate objects, lead-
ing to a network that only inspects the bounding box size to
distinguish identities.

To train the second stage we use a batch size of 32 on
nuScenes and 16 on KITTI. The number of sampled tracked
objects M and sampled detected objects NV is set to 16. We
set B to a value that approximates 5 seconds and L = 40.
For our experiments we use a one-layer LSTM with hid-
den state size 128. The affinity network consists of 2 FC
layers that concatenates the appearance and motion embed-
dings before passing them to the subsequent layers. In the
last layer a sigmoid activation function computes the affin-
ity score. We optimized the weights using Adam [23] with
learning rate 5 x 10~* on nuScenes and 10~> when fine-
tuning on KITTIL.

Trajectories data augmentation. 3D object detectors
reliably estimates the boundaries of detected objects. Nev-
ertheless, in particular monocular object detectors, struggle
to precisely estimate the object position, introducing more
noise in the direction of the camera. For this reason we
introduce noise on the position history of tracked objects
during training. Even though more noise should be added
in the direction of the camera, we add position noise uni-
formly in every direction for simplicity reasons. The noise
added on each position point is drawn from X ~ N (1, 0%)
with = 0 and 62 = 1. Note that for the aforementioned
reason the noise solely affects the 3D objects position and
it is not propagated in the projected 2D crop location.

Object detector. We use an existing 3D object detector

Method AMOTA + AMOTP |
3D center dist 0.208 1.501
Our motion model 0.251 1.489

Table 1. Motion model efficacy. Experiment on nuScenes vali-
dation set to demonstrate LSTM + affinity network effectiveness.
In both cases we use the same set of detections from the Mapil-
lary [42] 3D object detector.

Method AMOTA 1 AMOTP |
DEFT [6] 0.209 —
QD-3DT [18] 0.242 1.518
Our appearance model w/ QD-3DT det 0.235 1.512
Our motion model w/ QD-3DT det 0.285 1.485

Table 2. Our motion model and appearance model vs SOTA.
Experiment on nuScenes validation set. We use QD-3DT [18] 3D
object detector.

from the current leading camera-only 3D tracking method
on nuScenes to fairly compare with them. We apply our
tracking pipeline on raw detections from the QD-3DT [18]
object detector which is based on Faster RCNN [35]. The
object detector is trained on our target datasets and it per-
forms predictions on monocular images. To facilitate future
comparisons and to demonstrate that our method can work
with any object detector we also evaluate our pipeline on
the validation set of nuScenes using the monocular Mapil-
lary 3D object detector [42], which is provided as baseline
for the 3D tracking task.

Detections provided by the 3D object detector are filtered
by a score threshold. The threshold is set to 0.8 for every
object, except for the pedestrian category on KITTI set to
0.85. Moreover, since a single object might be visible from
multiple cameras, at each time frame, multiple detections
for that object might be available. We then apply a non-
maxima suppression on duplicate detections based on their
2D IoU. When an object is visible in multiple cameras, a
feature embedding is extracted from all the views. The final
object embedding is then computed as the weighted average
of the views embeddings by their resolution.

5. Experiments

In this section we will provide ablation experiments
and the results that we obtained on the public benchmarks
nuScenes and KITTI.

5.1. Ablation study

LSTM motion model. We conducted an experiment
to verify that the LSTM has actually learned how objects
typically move in space and that it can produce a mean-
ingful representation of object trajectories. We establish as
baseline a simple algorithm that re-identifies objects solely
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Method AMOTA 1 AMOTP | MOTAR MOTA MOTPRECALL MT ML FAF TP FP FN IDS FRAG TID LGD
CenterTrack-Vision [62] 0.046 1.543 0.046 0.043 0.753 0.233 573 5235 75.945 26544 17574 89214 3807 2645 2.057 3.819
PermaTrack [45] 0.066 1.491 0.321 0.060 0.724 0.189 652 5065 51.342 29662 16318 86305 3598 2656 2.163 4.248
DEFT [6] 0.177 1.564 0.484 0.156 0.770 0.338 1951 3232 67.741 52099 22163 60565 6901 3420 1.600 3.080
QD-3DT [18] 0.217 1.550 0.563 0.198 0.773 0.375 1893 2970 53.795 52553 16495 60156 6856 3001 1.620 2.961
TripletTrack (Ours) 0.268 1.504 0.605 0.245 0.800 0.400 20852922 60.0 62355 18517 56166 1044 3978 1.33 2.50

Table 3. nuScenes tracking leaderboard. Tracking leaderboard of nuScenes tracking benchmark for camera-only methods.

Method HOTA 1 DetA AssA DetRe DetPr AssRe AssPr LocA

MOTBeyondPixels [39]  63.75% 7287 % 56.40% 7658 % 8538% 59.05% 86.70% 86.90 %
JCSTD [44] 6594 % 6537% 67.03% 6849% 8242% T71.02% 8225% 84.03 %
MASS [21] 6825% T292% 64.46% 76.83% 8514% 72.12% 81.46% 86.80 %
Quasi-Dense [31] 6845% 72.44% 6549% 7601 % 8537% 68.28% 88.53% 86.50 %
SRK_ODESA [30] 68.51% 7540% 63.08% 78.89% 86.00% 6589% 87.47% 86.88 %
IMMDP [56] 68.66 % 68.02% 69.76% T1.47% 8328% 7450% 82.02% 84.80 %
MOTSFusion [26] 68.74% 72.19% 66.16% 76.05% 8488% 69.57% 8549 % 86.56 %
TuSimple [10] 7155% 72.62% 71.11% 7678 % 8384% 7451% 8626% 8572%
SMAT [13] 71.88% T7213% 7213% 7443% 8133% 7477% 8830% 87.19%
TrackMPNN [33] 7230% 7469 % 70.63% 80.02% 83.11% 73.58% 87.14% 86.14 %
QD-3DT [18] 7277% T409% 72.19% 78.13% 8548 % 74.87% 8921% 87.16%
CenterTrack-Vision [62] 73.02% 75.62% 71.20% 80.10% 8456 % 73.84% 89.00% 86.52 %
LGM [46] 73.14% 7461% 7231% 80.53% 8216% 7638% 8474% 8585 %
mono3DT [17] 7316 % T273% 74.18% 76.51% 8528 % 77.18% 81.77% 86.88 %
DEFT [0] 7423% 7533% 7379% 7996 % 8397 % 7830% 85.19% 86.14 %
Mono 3D KF [34] 7547% 7410% 77.63% 7886 % 8298% 8023 % 88.88% 8548 %
PermaTrack [45] 7803 % 7829 % 78.41% 81.71% 8654% 81.14% 89.49% 87.10%
TripletTrack (Ours) 7358 % 13.18% 7466 % 76.18% 8681 % 77.31% 89.55% 87.37 %

Table 4. KITTI MOT (Car). Tracking leaderboard of KITTI MOT (car) tracking benchmark for camera-only methods.

Method HOTA 1 DetA AssA DetRe DetPr AssRe AssPr LocA

TrackMPNN [33] 3940% 4424 % 3545% 50.78% 6458 % 3898% 69.80% 77.56 %
JCSTD [44] 3944 % 3420% 4579% 3615% 6939% 4938% 69.00% 7623 %
CenterTrack-Vision [62] 40.35% 4448 % 3693% 4991% 6683% 41.05% 70.19% 7781 %
QD-3DT [18] 41.08% 44.01% 3882% 4896% 67.19% 42.09% 7244% 77.38 %
Quasi-Dense [31] 41.12% 4481 % 3810% 4855% 7039% 41.02% 7247 % 71.87 %
Mono 3D KF [34] 42.87% 40.13% 4631 % 46.02% 5991 % 5286 % 63.50% 74.03 %
SRK_ODESA [30] 4373% 5373% 3605% 58.01% 7319 % 40.05% 69.44% 7891 %
TuSimple [10] 4588 % 44.66% 47.62% 4792% 6951 % 52.04% 6988 % 7643 %
PermaTrack [45] 48.63 % 52.28% 4561 % 5740% T71.03% 49.63% 7328% 7857 %
TripletTrack (Ours) 4277% 3954% 4654% 4197% 7191% 5086% 71.26% 7793 %

Table 5. KITTI MOT (Pedestrian). Tracking leaderboard of KITTI MOT (pedestrian) tracking benchmark for camera-only methods.

based on their 3D bounding box center distance, matching

CNN appearance model. Similar to the motion cue

objects by minimizing the sum of the distances between the
set of detected objects and the set of tracked objects, with
the Hungarian algorithm. We set the maximum tolerated
distance for a match to 10 meters>. We compare in Table
1 this baseline with our method trained to exclusively make
use of the LSTM motion model. In this case the affinity
network has to be slightly modified since there are no ap-
pearance embeddings as input. As can be seen from the
table, the LSTM jointly trained with the affinity network
offers superior performance, demonstrating that it is pro-
ducing a meaningful representation of the objects trajecto-
ries instead of merely providing an indication on the last
trajectory position. We also compare in Table 2 our motion
model with state-of-the-art methods on nuScenes. Surpris-
ingly, our motion model is sufficient to outperform existing
methods, providing an additional evidence of the internal
LSTM representation effectiveness.

210 meters is the value that maximizes the metrics performance.

we compare our appearance model against state-of-the-art
methods on nuScenes. Also in this case a slightly modi-
fied affinity network has been trained jointly with the CNN.
We show in Table 2 that our appearance model can compete
with or even outperform recent methods.

To verify that our pipeline benefits from using appear-
ance features and that the bounding box size increases the
quality of the triplet embeddings, we summarize the effect
of each cue in Table 6. We also perform the experiments
with two different object detectors. Results suggest that
each cue contributes to improve the tracking performance.

We experienced the aforementioned collapsed model is-
sue when training the motion model on nuScenes without
the bounding box size information. To overcome this, we
first warmed up the network with the batch all online mining
strategy and then we trained it with the batch hard strategy.
We did not suffer from this issue when using the bounding
box size as additional input, since the box size assists the
network to discriminate too hard examples.
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Detector Mot App Boxs AMOTAT AMOTP|
— 7 0.235 1512
) v - - 0.285 1.485
QD-3DT [18] v v . 0.289 1.475
v v 0.295 1.468
_ v v 0.204 1.515
) v - - 0.251 1.489
49
Mapillary [42] v v _ 0.284 1.474
v v v 0293 1.468

Table 6. Effect of each cue. The pipeline is evaluated on nuScenes
validation set using Mapillary [42] and QD-3DT [ 18] object detec-
tors.

5.2. Benchmark results

nuScenes. We report the quantitative results of our
method in Table 3, obtained on the test set. The table shows
that our method TripletTrack outperforms prior work by a
large margin 23.5%. Compared to state-of-the-art methods
our pipeline improves the tracking score relative to each ob-
ject category and nearly all submetrics, with a huge reduc-
tion of identity switches. Contrarily to the current leading
method QD-3DT [18], our pipeline makes use of keyframes
only. This means that our method achieves higher perfor-
mance while operating at a lower frame rate.

KITTI MOT. We report the quantitative results in Ta-
ble 4 and Table 5 obtained on the test set. Since our
method benefits from more data, we pre-train our models
on nuScenes and we fine-tune them on KITTI. Our method
is competitive with most existing ones. Note that some of
those performing better need to jointly train the object de-
tector with the tracking mechanism [6] or make use of simu-
lation platforms to generate synthetic training data [45]. By
looking at the HOTA metric components we can notice that
the gap between our tracking pipeline and the best methods
is higher on the detection submetrics compared to the ones
related to tracking. This suggests that our pipeline compares
well with top methods on data association and that if it were
paired with a better object detector it would produce even
higher overall tracking scores. Since the proposed pipeline
gets the highest AssPr score, it sets a new Pareto optimal
front on the submetrics pair AssPr-AssRe for camera-only
tracking methods. This also confirms that our method is
able to keep the number of identity switches low.

In Figure 3, we show two additional examples of our re-
identification pipeline, dealing with occlusion between dif-
ferent objects and camera viewpoints.

6. Conclusions

We propose TripletTrack, a camera-only 3D multi object
tracking method that combines appearance features and mo-
tion information. Appearance features are extracted through

a CNN trained with the triplet loss while motion data is pro-
cessed by an LSTM. The ID assignment step is performed
by the Hungarian algorithm, based on an affinity matrix.
The affinity matrix is computed by an affinity network that
combines appearance features and motion representation.
Our method can also work on top of any 3D object detec-
tor and camera setup. Finally it outperforms the camera-
based state-of-the-art on the nuScenes tracking benchmark
and obtains competitive results on KITTI MOT.
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Figure 3. Top: illustration of pedestrian (yellow) and car (red)
being occluded and picked up again. Bottom: Illustration of a car
and truck re-identified across different cameras.
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