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Abstract

Editing 3D geometry is a challenging task requiring spe-
cialized skills. In this work, we aim to facilitate the task
of editing the geometry of 3D models through the use of
natural language. For example, we may want to modify
a 3D chair model to “make its legs thinner” or fo “open
a hole in its back”. To tackle this problem in a man-
ner that promotes open-ended language use and enables
fine-grained shape edits, we introduce the most extensive
existing corpus of natural language utterances describing
shape differences: ShapeTalk. ShapeTalk contains over
half a million discriminative utterances produced by con-
trasting the shapes of common 3D objects for a variety
of object classes and degrees of similarity. We also intro-
duce a generic framework, Changelt3D, which builds on
ShapeTalk and can use an arbitrary 3D generative model
of shapes to produce edits that align the output better with
the edit or deformation description. Finally, we introduce
metrics for the quantitative evaluation of language-assisted
shape editing methods that reflect key desiderata within this
editing setup. We note that ShapeTalk allows methods to
be trained with explicit 3D-to-language data, bypassing the
necessity of “lifting” 2D to 3D using methods like neural
rendering, as required by extant 2D image-language foun-
dation models. Our code and data are publicly available at
https://changeit3d.github.io/.

1. Introduction

Visual content creation and adaptation, whether in 2D
or 3D scenes, has traditionally been a time-consuming ef-
fort, requiring specialized skills, software, and multiple it-
erations. The use of natural language promises to democ-
ratize this process and let ordinary users perform semanti-
cally plausible content synthesis, as well as addition, dele-
tion, and modification by describing their intent in words
— and then letting Al-powered tools translate that into edits
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of their content. There has been very strong recent interest
in and impressive results from large visual language models
able to transform text into 2D images, such as DALL-E 2
from OpenAl, or Imagen from Google. The same need ex-
ists for 3D asset creation for video games, movies, as well
as mixed-reality experiences — though fully automated tools
in the 3D area are only now starting to appear [26, 33, 35].
The task of editing 2D or 3D content via language is even
more challenging, as references to extant scene components
have to be resolved, while unreferenced parts of the scene
should be kept unchanged as much as possible.

This work focuses on the task of modifying the shape
of a 3D object in a fine-grained manner according to the
semantics of free-form natural language. Operating directly
in a 3D representation has many advantages for downstream
tasks that need to be 3D-aware, such as scene composition
and manipulation, interaction, etc. Even if only 2D views
are needed, 3D provides superior attribute disentanglement
and guarantees view consistency. Furthermore, note that
modifying the 3D geometry of an object in ways that are
faithful to its class semantics is itself a highly non-trivial
undertaking (e.g., stretching a sedan should keep the wheels
circular) and has been the focus of recent work [44,45].

Our language-driven shape deformation task is applica-
ble to many real-world situations: e.g., in assisting visually-
impaired users, graphic designers, or artists to interact with
objects of interest and change them to better fit their design
needs. We build a framework, Changelt3D, to address this
task, consisting of three major components: the ShapeTalk
large-scale dataset with an order of magnitude more utter-
ances than in previous work (Section 2), a modular architec-
ture for implementing edits on top of a variety of 3D shape
representations, and a set of evaluation metrics to quantify
the quality of the performed transformations.

The ShapeTalk dataset, linking 3D shapes and free-form
language, contains over half a million discriminative ut-
terances produced by contrasting pairs of common 3D ob-
jects for a variety of object classes and degrees of similar-
ity. Shape differentiation helps focus the language on fine-
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Distractor Target Distractor Target

The target is thinner

There is no design on the back

The legs are not niched

The bottom does not have a cross bar
The seat is thinner

Distractor Target Distractor Target

:

It has a top arm

The lampshade is tapered
The body is not as ornate
The base is thicker

Distractor Target

The lip of the target s thinner Its handle is thinner

The neck of the target is narrower than the distractor's Its blade is not serrated

The body of the target is slightly taller It looks like a butter knife
Its blade is not pointed

The mouth of the target has a smaller opening

Distractor Target

76

It has an arm for wall mounting
Itis not a pocket watch

It has hour and minute hands
Itis deeper

The arm swivels
The aspect ratio is 4:3
The stand is a square

Figure 1. Samples of contrastive utterances in ShapeTalk. For each paired distractor-target object, ultra-fine-grained shape differences
are enumerated by an annotator in decreasing order of importance in the annotator’s judgment. Interestingly, both continuous and discrete
geometric features that objects share across categories naturally emerge in the language of ShapeTalk; e.g., humans describe the “thinness”
of a chair leg or a vase lip (top row) or the presence of an “arm” that a lamp or a clock might have (bottom row).

grained but important differences that might not rise to the
surface when we describe object geometry individually, as
in Partlt [19], where clearly different geometries can end
up with very similar descriptions because they share a com-
mon underlying structure. Furthermore, unlike the dataset
used by ShapeGlot [5], our goal is to obtain as complete de-
scriptions of the geometry differences between two objects
as possible, with the goal of enabling reconstruction of the
differing object from the reference object and the language
— going well beyond simple discrimination. Examples of
utterances in ShapeTalk are provided in Figure 1.

We approach the task of language-based shape editing by
enabling shape edits and deformations on top of a variety
of 3D generative models of shapes, including Point-Cloud
Auto-Encoders (PC-AE) [4], implicit neural methods (Im-
Net) [1 1] and Shape Gradient Fields (SGF) [&]. To this end,
we train a network on ShapeTalk for a discriminative task of
identifying the target within a distractor-target pair (exam-
ples in Figure 1) and show that the same network can guide
edits done directly inside the latent spaces of these genera-
tive models. We note that a great deal of ShapeTalk refers
to shape parts. Even though the underlying shape represen-
tations we deploy do not have explicit knowledge of parts,
we demonstrate that our framework can apply a variety of
part-based edits and deformations. This confirms a remark-
able finding — already described in [24] and [20] — that the
notion of parts can be learned from language alone, without
any geometric part supervision.

As already mentioned, making edits to an existing shape
is more demanding than ab initio shape generation as (a)
it requires understanding of the input shape and its relation
to the modification language, and (b) changes to parts not

referenced in the modification utterance should be avoided.
Hence, a further contribution of our work is a set of eval-
uation metrics for the modification success and quality, re-
flecting realism of the resulting shape, faithfulness to the
language instructions, and stability or avoidance of unnec-
essary changes. Such metrics are essential for encouraging
further progress in the field.

In summary, this work introduces (1) a new large-scale
multimodal dataset, ShapeTalk, with referential language
that differentiates shapes of common objects with rich lev-
els of detail, enabling a new setup for doing language-driven
shape deformations directly in 3D. We approach the task
of language-based shape editing with (2) a modular frame-
work supporting diverse 3D shape representations and im-
plementing fine-grained edits guided by a 3D-aware neural-
listening network. To set the stage for future developments
on the task, we introduce @ a set of intuitive evaluation
metrics for the shape edits and deformations performed.

2. Related Work

Language-Guided Manipulation and Editing. Re-
cently, the wide adoption of CLIP [37] has accelerated at-
tempts to build language-guided editing systems — either
for images, or to a lesser degree, for 3D shapes. As CLIP
is trained with pairs of images and texts, most recent ef-
forts have been made primarily in the 2D image domain.
After DALL-E [38] introduced the idea of creating im-
ages from texts using a pretrained CLIP model, subsequent
work including StyleCLIP [34], StyleGAN-NADA [15],
and Paint by Word [7] extended the idea to edit a given
image based on linguistic instructions and guidance. For
3D, Text2Shape [10] and the work by Ma et al. [27] pi-
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oneered the introduction of a framework for synthesizing
3D shapes and scenes from texts. More recently, CLIP-
Forge [40] followed this direction and leveraged CLIP in
linking 3D to 2D in a joint embedding. DreamFields [23]
and other works [25,35,46] leveraged the same idea to gen-
erate NeRF representations without direct image guidance.
AutoSDF [31] and ShapeCrafter [14] also introduced text-
condition 3D generation models, not exploiting CLIP, but
using an autoregressive model learning serialized 3D voxel
occupancy maps. These methods, however, focused mainly
on generating 3D shapes, as opposed to editing, which re-
quires language-shape grounding to resolve the edit descrip-
tions given. Part2Word [42], PartGlot [24], and TGNN [21]
made a first step in learning the relations between words
and parts in a shape [24, 42]; or words and objects in a
scene [21]. However, the part or object localization was not
employed for shape editing. While Text2Mesh [30] demon-
strated language-guided 3D shape manipulation, its editing
is limited to adding vertex colors and displacing vertex po-
sitions, producing shape changes primarily at the level of
textures, or at the global shape level. In contrast, our work
introduces a modular framework for editing the global or
local geometry of a 3D object in a fine-grained manner, and
introduces the first metrics that can measure the efficacy of
language-assisted editing systems directly in 3D.

Language-Shape Datasets. While there is an increasing
number of novel datasets providing referential language
grounded on 3D models, overall visio-linguistic data for
3D remain sparse. Some notable examples include Shape-
Glot [5], SNARE [43], and PartIt [19]. A quick comparison
between these and ShapeTalk can be found in Table 1.

With 536k utterances and a collection of ~36k shapes,
our dataset, ShapeTalk, provides an order of magnitude
more utterances than the runner-up (ShapeGlot [5], with
~79k references) and more than 3 times the number of
shapes than the runner-up (Partlt [19], with ~10k shapes).
More importantly, ShapeGlot [5], SNARE [43], and Par-
tlt [19] do not provide a complete enumeration of most
salient differences each distractor-target pair has, whereas
our dataset does. In conjunction with the fact that lan-
guage naturally under-specifies the complete set of required
changes, ShapeTalk is better equipped to handle the task
of language-assisted shape editing. Table 5 highlights a key
benefit of having complementary utterances for the same
object pair: neural-based discrimination of the target is
greatly boosted. While more large-scale datasets connect
language to 3D, their focus is either on 3D scenes [1-3, 12,

,28] or videos [29], instead of prioritizing individual ob-
jects like ShapeTalk does.

Dataset # #3D Multi- Multi-

s utter. models Categ. Utter.
ShapeGlot [5] 79k 5k No No
SNARE [43] 50k 8k Yes No
Partlt [19] 10k 10k Yes No
ShapeTalk (Ours) 536k 36k Yes Yes

Table 1. A comparison of ShapeTalk with other preexisting
datasets that capture language and 3D geometry data. ShapeTalk
has more utterances, more shapes than any existing dataset, and
moreover provides multiple utterances for paired shapes.

3. The ShapeTalk Dataset

We refer to a distractor-target tuple (see examples in Fig-
ure 1) as a communication context, or context for short. In
order to elicit diverse and fine-grained contrastive language,
ShapeTalk incorporates two types of contexts — Hard and
Easy — based on a notion of shape-wise similarity derived
from monochromatic rendered images of meshes and an L2
distance in the latent space of an ImageNet-pretrained [13]
classifier [18]. Hard contexts are formed with pairs of ob-
jects with the highest possible similarity within an object
class. Easy contexts are chosen out of pairs of objects with
typical (average) similarity within their class. ShapeTalk
shapes are aggregated from ShapeNet [9], ModelNet [48]
and PartNet [32]. After removing duplicates and models of
poor quality, ShapeTalk provides discriminative utterances
for a total of 36,391 shapes, across 30 object classes. Over-
all, ShapeTalk contains 73,799 distinct contexts (48.6% of
which are Hard), and a total of 536,596 utterances (averag-
ing 7.27 utterances per distinct context).

Creating linguistic descriptions capturing all exact dif-
ferences between two shapes is a daunting task, because of
the brevity and intrinsic ambiguity of language. The amount
of specificity required is typically overwhelming even for
modestly differently-looking objects, as shown in our pi-
lot AMT experiments (Supp. Mat. Fig. 2). Thus, instead of
demanding our annotators to describe all the differences be-
tween the shapes, we ask them to enumerate discriminative
differences, up to a maximum number, in decreasing order
of “obviousness”, whether visual or linguistic. Specifically,
we instruct the 2,161 annotators of ShapeTalk to provide de-
scriptions that differentiate the two shapes within a context,
and do so class-by-class. This latter design choice lessens
their cognitive burden allowing them to transfer experience
of annotating past recent examples within the same shape
class. It is also worth noting that for each class, we provide
visual examples of objects with annotations of part-names
as well as names for different shape styles (e.g. “bowler”
hat vs. “ivy” hat), without requiring their usage in the anno-
tations. Typical resultant annotations of ShapeTalk can be
seen in Figure 1.

ShapeTalk utterances are highly diverse. To shed light
on the types of language used in ShapeTalk, we manually

12687



Distractor

The backrest is comprised of two flat
panels, separated by a thin space for a

Dimensional words  Local feature words

Category Examples

Part legs, handles
Local edges, points, holes
Stylistic modern, classic
Dimensional big, small, long, short
Geometric hexagonal, triangular

Figure 2. Word categories. As this utterance references both parts
and local features, it is not “holistic”.

holi- styli- dimen- geom-
class part local stic stic sional etric
all 0.80 0.05 0.19 0.06 0.36 0.25
all easy 0.78 0.04 0.21 0.06 0.32 0.25
all hard 0.82 0.06 0.17 0.05 0.39 0.25

Table 2. The proportion of utterances containing different types of
information, analyzed based on the words that they contain. The
stats across categories are shown in Supp. Mat.

curate a large subset of word groups from user utterances
into 5 different categories shown in Figure 2. We connect
an utterance to these categories according to word member-
ship. Note that in addition to these categories, an utterance
can also contain “holistic” shape information if it does not
reference any Parts or Local features, but rather describes
the whole shape. Table 2 shows the proportion of utter-
ances that contain different kinds of information, according
to word membership.

Note that across all the classes, most utterances refer
to shape parts (80%), with descriptions often specifying
dimensional (36%) and geometric characteristics (25%),
whereas stylistic information is rarer (5%). However, the
distribution depends also on the category (see Supp. Mat.).
59% of utterances that reference parts and 53% of utter-
ances about local features provide details about style, di-
mensionality, geometric shape. A higher percentage (71%)
of holistic descriptions have similar qualifications.

Table 3 shows the number of utterances that contain joint
information about different kinds of characteristics and dif-
ferent levels of visual granularities. For parts and holis-

Stylistic Dimensional Geometric
parts 0.039 0.269 0.202
locals 0.004 0.009 0.016
holistic 0.018 0.084 0.041

Table 3. Proportion of utterances containing joint information
about a certain level of visual granularity (holistic, parts, local)
and different characteristics (stylistic, dimensional, geometric).

All Easy Hard
parts 0.59 0.56 0.63
locals 0.53 0.50 0.55
holistic 0.71 0.70 0.73

Table 4. Proportion of utterances containing information about
style, dimensions, or geometric shape at the three levels of visual
granularity, for Easy, Hard and all contexts.

tic utterances, far more descriptions specify dimension than
style and shape combined. For local features, however, ge-
ometric details are more popular than style and dimension
words combined. Table 4 shows that language becomes
more fine-grained in Hard contexts than for Easy contexts.
In the hard context, utterances are more likely to reference
parts, local features and dimensions. On the other hand, in
Easy contexts, holistic and stylistic language are more com-
mon. The discrepancy can be further shown across differ-
ent visual granularities, where the proportion of utterances
that contain information about style, dimension or geomet-
ric shape is always higher for Hard contexts than Easy ones.
As such, Easy and Hard contexts provide a sensible way to
vary language granularity. More details regarding the cu-
ration process, the collected data, and its analysis can be
found in the online Supplemental Materials [6].

4. Desiderata for Language-Assisted Visual
Edits & Evaluation Metrics

In this section, we present intuitive evaluation metrics to
measure the quality of an arbitrary method doing language-
assisted 3D shape editing. Importantly, it must be high-
lighted that delicate ambiguities must be navigated when as-
sessing the output of such methods. For instance, language
descriptions are naturally ambiguous, especially when de-
scribing shape changes (e.g., exactly how thin are “thinner
legs”?). Additionally, how should we measure if a method
achieves a minimal edit, as opposed to causing drastic ed-
its even when the description itself demands an edit in a
localized part? Last, how should we compare the seman-
tic alignment of different outputs with respect to the same
description? With these questions in mind, we present the
metrics below, including human evaluation results showing
their correlation with human perception (see [6]).

1. Linguistic Association Boost (LAB). If the applied vi-
sual change reflects the semantics of the language, then the
modified item should have higher visio-linguistic associa-
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tion with the input instruction than the original, unmodified
item. Algorithm: Use a pretrained neural listener (a net-
work finding the target shape from the distractors given a
query utterance) to measure the difference in the predicted
association score between each of the two (input/output)
items and the instruction.

Assuming an oracle neural listener, assessing if it finds the
changed item more compatible with the language than the
input is an obvious choice — but, it does not explicitly ad-
dress the under-specificity problem of the language men-
tioned above. All the following metrics constrain the space
of options in the change space, and as such LAB should al-
ways be considered together with at least one of them (pre-
ferring Pareto-optimal methods in the combined metrics).
2. Geometric Difference (GD). For two output shapes de-
rived by the same input shape and language, and with both
scoring equally in LAB, it makes sense (on average) to pre-
fer the shape that is shape-wise more similar to the input.
For such an output is more likely to have preserved the
overall identity of the input, possibly in areas that are not
referred in the language. Algorithm: Here one can use any
pairwise shape-related distance, such as the commonly used
Chamfer [4], or arbitrarily more complex ones [16].

3. localized-Geometric Difference (I-GD). If at test time
we have access to the geometry of the referenced shape el-
ements (e.g., part information) involved in the change for
both the original and resulting shapes, it makes sense to re-
move them from the calculation of the above metric. l.e.,
in such a case, it is acceptable to permit the output to arbi-
trarily differ from the input on the referred part(s) — but not
in others. Algorithm: Given a set of linguistic instructions
concerning specific semantic parts and a segmentation al-
gorithm that can deduce semantic parts of shapes, use it to
predict the shape parts of the input and output, and remove
all parts mentioned in language before computing the GD.
4. Class Distortion (CD). Our last metric is complemen-
tary to the previous two metrics that focus on the ‘min-
imality’ of change and aims at constraining the solution
space of possible outputs differently. Simply put, CD ex-
pects the output to preserve the input shape’s class, prior-
itizing thus realistic looking outputs. The necessary un-
derlying assumption here is the use of language that re-
flects differences among same-class objects (which is the
case for ShapeTalk). Algorithm: Given a shape classifier
(typically another pretrained network), compute the abso-
lute difference of the probability assigned to the underly-
ing class between the input/output shapes. We remark that
many distance functions for probabilities, e.g., EMD, KL-
Divergence, etc., can be used here to measure shape-class
deviations among the input/output, making this metric more
similar to existing ones for generation quality (e.g., Incep-
tion Score [39])'.

IUnlike ab initio generation however, the conditional nature of

5. Method

Figure 3 shows a high-level overview of our framework
named Changelt3D. Specifically, in this framework we link
a 3D generative model G (here instantiated as an autoen-
coder) to a neural listener L, a discriminative network that,
given an utterance and a pair of input shapes, assigns high
probability to the most utterance-compatible shape within
the pair. See [5, 24] for such listeners. L is used to guide
the 3D generation by “editing” the input shape in G’s latent
space to be more utterance-compatible. This high-level idea
has recently been used in image editing work [34].

For modularity, we train the editing process via a two-
stage approach. As the generative model G needs to cap-
ture sufficient geometric information, we pretrain an au-
toencoder during the first stage to achieve good reconstruc-
tions. Once G is pretrained, L is trained to associate higher
utterance-compatibility with the farget shape than with the
distractor shape, using the latent representations given by
the pretrained network G as input.

In the second stage of our approach, we link the frozen
networks I and G together via the Shape Editor F, a low-
capacity network that learns to find editing latents in the
space of GG through predicting an update vector by regress-
ing its magnitude and direction independently. This ‘up-
date vector’ is then applied onto the source shape latent
representation additively, promoting a direct interaction be-
tween the source representation and the underlying edit’s
latent. During this stage, our model uses frozen weights for
the encoder, decoder and neural listener L, and learns the
weights for the shape editor E so as to 1) preserve similar-
ity to the original input shape through regularization of the
update magnitude and 2) maximize the L-evaluated utter-
ance compatibility of the updated shape latent representa-
tion over that of the original shape.

We note that the use of the original shape for L’s com-
parative context (here termed “self-contrast”) is extremely
important — we find that the alternative approach of re-
placing it with the ground-truth ‘target’ shape has a nega-
tive influence, frequently leading to violation of similarity
preservation in order to achieve high language compatibility
(see Table 7). Figure 3 shows the self-contrast setup.

For baselines, we experiment with an alternative vari-
ant called the Monolithic Model, where the system is opti-
mized to reconstruct the ground truth target shape. Given
a context (i.e. a pair of target and distractor shapes) and
an utterance, an encoding of the distractor is fused together
with a learned representation of the utterance , and an MLP-
based decoder is used to output a predicted target recon-
struction. While this benefits from being trained end-to-end

Changelt3D allows us to directly compare each input-output pair of a test
collection, and in our limited exploration we did not observe a significant
benefit by using different probability distances.
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Figure 3. Overview of Changelt3D, our modular framework for language-driven shape editing. In Stage 1, we pretrain a shape
autoencoder for shapes (using traditional reconstruction losses), freeze the encoder and use the encoded latents of the target and distractor
to pretrain a neural listener (using classification losses). In Stage 2, we use the pretrained autoencoder and neural listener to train a shape
editor module to edit shapes within the encoded latent space in a way that is both consistent with the language instruction and also minimal.

All modules with locks indicate frozen weights.

with a well-studied reconstruction loss, such as the Chamfer
loss [4], it suffers more from the ambiguity of language, as
many changes to the input shape are undescribed by the lan-
guage input but nonetheless expected by the reconstruction
task. To combat this, we input to this system the complete
collection of utterances acquired for each context, concate-
nated in the annotator-specified order.

Finally, we also implement a shape retrieval model
(called Neighbor Search) that uses the trained encoder
within G and the trained shape editor ' to predict an up-
dated latent code. Then, instead of decoding, we retrieve
a nearest-neighbor among shapes in the training examples.
This allows us to inspect the quality of E' decoupled from
the quality of the underlying decoder of Changelt3D (which
can bottleneck the output quality [47]). Refer to Supp. Mat.
for implementation details regarding all ablated models.

6. Experimental Results

We separate the shapes involved in ShapeTalk into dis-
joint train/validation/test sets that include 85%, 5%, 10%
of all underlying shapes, respectively. Our neural listeners,
3D editors, and shape reconstruction (generative) networks
follow proper variations of these splits.

6.1. Neural Comprehension of Referential Lan-

guage for 3D Shapes
Subpopulations
Backbone Overall Easy Hard First Last Multi
ImNet 68.0 72.6 63.4 724 64.9 78.4
SGF 70.7 75.3 66.1 74.9 68.0 79.9
PC-AE 71.3 75.4 67.2 75.2 70.4 81.5
CLIP 75.5 78.5 72.4 79.5 72.2 85.8

Table 5. Neural comprehension performance. Backbone indi-
cates the underlying latent space. Overall reports average predic-
tion accuracy as percent of the test set across all ShapeTalk classes.
Subpopulations show the average accuracy among subsets of the
test data, i.e. Easy: less visually similar pairs, Hard: pairs having
the highest visual similarity, First: utterances indicated as most
salient by an annotator (uttered first), Last: least salient utterances.
Multi reports the accuracy when we train/test listeners with the in-
put being all utterances given by an annotator in a context.

For our neural listeners we use the context-free archi-
tecture introduced in ShapeGlot [5] throughout this work.
One salient change we apply to it is replacing its LSTM-
based utterance encoder with a Transformer-based architec-
ture similar to what was done in PartGlot [24]. With the lis-
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The headboard is taller
and thinner.
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It has a larger hole.

The sidewalls are thicker

The crown is taller. It has wheels.

It has no top shelf.

.
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It has four legs.

The seat is thicker. The legs are thinner.

na M

Has armrests
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Input

Without arms rests.
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The mouth is smaller.

The legs are thinner.

The target has a slatted back

It only has two legs. Does not have shelf storage area

underneath the tabletop.
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The legs are thinner.
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e L B

Figure 4. Qualitative edits produced by ChangelIt3D. The results are based on an ImNet backbone AE, with the meshes extracted using
marching cubes. The achieved edits, covering a large variety of classes, are oftentimes local and fine-grained, deal with both discrete and
continuous changes, and at times entail high-level and complex shape understanding. Remarkably, while the utterances invariably refer to
shape parts, these edits derived by Changelt3D do net utilize any explicit knowledge of local shape geometry (part-like, or otherwise), but
instead build solely on the implicit bias of training with referential language.

tening architecture being fixed, we ablate its performance
when operating with latent shape representations derived
by three widely adopted autoencoders (AEs): IMNet [11],
ShapeGF (SGF) [8], and PC-AE [4]. These AEs use dif-
ferent 3D shape representations (e.g, input pointclouds vs.
implicits), thereby offering flexibility to our approach.

Specifically, Table 5 shows the percentage accuracies for
the neural-listening comprehension task with each of the
pretrained AE backbones. On average, the accuracy for
the PC-AE backbone is the highest, and close to that of
the SGF, both overall, and in almost all of the subpopu-
lations. Surprisingly, it appears that ImNet fails in com-
parison to capture some of the fine-grained characteristics
that are necessary for shape discrimination within its la-
tent space. Interestingly, the “obviousness” captured by
the order of the utterance enumeration can also be seen
in the neural-listening results. Namely, for all three meth-
ods, we find that methods tested on the first-enumerated ut-
terances perform better compared to when tested with the
lastly-enumerated ones. Furthermore, the complementary
nature among the different utterances of the same context
in ShapeTalk is clear — for all generative pipelines, neural-
listening accuracy is significantly higher (an increase of

10.2% for PC-AE) when operating with a concatenation of
all context utterances (Multi column). In addition to the
above table, we remark that when using a publicly avail-
able pretrained CLIP model [37] without fine-tuning it on
ShapeTalk, its accuracy was 53.0%, close to random guess-
ing. This suggests that the fine-grained language and shape-
differences within ShapeTalk are not encompassed in the
large-scale multimodal dataset CLIP was trained on. On
the other hand, by training the neural-listener within the la-
tent space of a large pre-trained Open-CLIP model [22] with
ShapeTalk and monochromatic 2D renderings of its shapes,
we see significant performance gains (last row, Table 5).

6.2. Editing Experiments

Given the performance advantage of PC-AE in the
listening-comprehension experiments (Table 5) we will use
it to continue our editing-based study. Edit results based
on the other two generative pipelines are also provided in
the Supp. Mat. [6]. Moreover for the quantitative analysis
of our editing experiments we will focus on three classes
of ShapeTalk: chairs, tables and lamps. These classes
have the advantage of being relatively large, and come
with part annotations, enabling the deployment of all our
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evaluation metrics. Finally, since our CD and /-GD met-
rics require an oracle shape classifier and a part segmen-
tation model, respectively, we use the same splits used for
Changelt3Dto train: 1) for CD: a PointNet-based [36] ob-
ject classifier predicting the 30 classes of ShapeTalk, and
operating with surface-extracted pointclouds of 2048 points
per shape. This model achieves an average prediction accu-
racy of 89.0%. 2) for I-GD: a PointNet-based architecture
adapted for the prediction of semantic parts of 3D point-
clouds, using pointclouds with 2500 points per shape and
part labels extracted from the ShapeNetParts [49].

Table 6 shows an evaluation of the Monolithic and
Search-based baselines against Changelt3D. Our model’s
ability to preserve details from the source shape (mini-
mal GD score) while maximizing the LAB score demon-
strates a general ability to edit to follow language descrip-
tions. Specifically, the reconstruction-based monolithic
model does poorly on the LAB metric, as learning to re-
construct based on language is a difficult problem with-
out capturing all of shape change information within ut-
terances, which rarely happens even when utterances are
concatenated. As such, the associated learning signals for
this task can be noisy, leading to it producing shapes that
neither preserves similarity and nor increases compatibility
with the language. Meanwhile, our search-based baseline
has a higher LAB score, demonstrating that the shape ed-
itor module learns to produce updated latents that capture
the described characteristics. However, its GD and 1-GD
metrics tells us that this in general produces large variations
in the shape as a whole and the identity of the input shape
is largely violated. As expected, the CD metric is lowest
with this baseline which outputs ground-truth training ex-
amples. Figure 4 shows qualitative examples of decoded
shape-edits with our ImNet-based models. These exam-
ples showcase the ability of ShapeTalk and Changelt3D to
give rise to nuanced yet semantically correct edits to shapes.
Moreover, our method appears to be able to preserve the
overall identity of the input shape, and oftentimes create lo-
calized/minimal shape edits that can cover both structural
and continuous changes. Future work, like methods pro-
posed by [20], should be used to further improve the local-
ity of such edits. More examples, including failure cases,
are in the Supp. Mat.

Table 7 shows the evaluation metrics on variants of the
Changelt3D architecture when varying whether the shape
editor module predictions are decoupled (expressed as a
product of a magnitude and a unit norm latent direction)
and whether the neural listener compares the update can-
didate with the original distractor (self-contrast) or the
groundtruth target. Our results show that a decoupled shape
editor performs better, and that self-contrast significantly
improves identity preservation (GD), CD and localized GD,
but sacrifices the utterance-compatibility (LAB). Last, we

Baselines GD (}) I-GD () CDh ) LAB (1)
Monolithic 0.76 40.40 20.1 2.5
Neighbor-Search 0.51 1.02 4.5 12.0
Changelt3D 0.33 0.99 5.4 35.1

Table 6. Quantitative comparisons for three baselines. A
‘monolithic’ approach that learns how to reconstruct the target
from the distractor based on all linguistic differences expressed by
an annotator; vs. a search-based approach that instead of decoding
a reconstruction, finds its closest training example in the genera-
tor’s latent space vs. our final, modular approach that disentangles
the generation from the discrimination problems (Changelt3D).

Self
Decoupled ! 1 GD() GD() CDW) FPD() LAB(1)
X 045 L12 8.3 420 434
v 0.33 1.09 54 229 349
/ X 0.43 117 8.0 38.6 435
v 0.33 0.99 54 224 35.1

Table 7. Ablations for Changelt3D. We report the effect of
two choices. First, we measure the effect of decoupling the pro-
duced editing-latent in a unit-norm direction latent and a scalar-
magnitude, instead of a single joint latent (Decoupled). Second,
we report the effect of applying the listening-based loss between
the input distractor and its edited version (Self-contrast) vs. con-
trasting the edited version against a separate ground-truth target
from ShapeTalk. We use the metrics of Section 4, on averages
over three classes (chair, table, lamp). GD and /-GD are based on
Chamfer distance, scaled by 10e2; LAB and CP are percentages.

observe that using self-contrast has a positive effect in re-
ducing mode-collapse [4]. The output shape distribution of
such editors tends to be closer to the groundtruth of each
shape category as indicated by the Fréchet pointcloud dis-
tance [41] measurement (FPD column).

7. Conclusion

In this paper we have introduced a new dataset for
the task of language-assisted 3D shape editing, ShapeTalk,
which is an order of magnitude larger that any other com-
parable dataset. We have illustrated the potential of this
data by experimenting with Changelt3D, a highly modular
framework for coupling a neural listener with an arbitrary
3D latent representation; and propose intuitive evaluation
metrics for the underlying task. We hope that future works
will build on this foundation and make language-guided 3D
shape editing widely accessible and useful.
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