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Abstract

Many real-world recognition problems are characterized
by long-tailed label distributions. These distributions make
representation learning highly challenging due to limited
generalization over the tail classes. If the test distribution
differs from the training distribution, e.g. uniform versus
long-tailed, the problem of the distribution shift needs to
be addressed. A recent line of work proposes learning
multiple diverse experts to tackle this issue. Ensemble di-
versity is encouraged by various techniques, e.g. by spe-
cializing different experts in the head and the tail classes.
In this work, we take an analytical approach and extend
the notion of logit adjustment to ensembles to form a Bal-
anced Product of Experts (BalPoE). BalPoE combines a
family of experts with different test-time target distributions,
generalizing several previous approaches. We show how
to properly define these distributions and combine the ex-
perts in order to achieve unbiased predictions, by proving
that the ensemble is Fisher-consistent for minimizing the
balanced error. Our theoretical analysis shows that our
balanced ensemble requires calibrated experts, which we
achieve in practice using mixup. We conduct extensive exper-
iments and our method obtains new state-of-the-art results
on three long-tailed datasets: CIFAR-100-LT, ImageNet-LT,
and iNaturalist-2018. Our code is available at https:
//github.com/emasa/BalPoE-CalibratedLT.

1. Introduction
Recent developments within the field of deep learning,

enabled by large-scale datasets and vast computational re-
sources, have significantly contributed to the progress in
many computer vision tasks [33]. However, there is a discrep-
ancy between common evaluation protocols in benchmark
datasets and the desired outcome for real-world problems.
Many benchmark datasets assume a balanced label distribu-
tion with a sufficient number of samples for each class. In
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Figure 1. (a) SOTA comparison. Many SOTA approaches employ
Balanced Softmax (BS) [51] and its extensions to mitigate the
long-tailed bias [12, 38, 70, 72]. However, we observe that single-
expert bias-adjusted models, as well as multi-expert extensions, are
still poorly calibrated by default. Reliability plots for (b) BS, (c)
SADE [70] and (d) Calibrated BalPoE (our approach).

this setting, empirical risk minimization (ERM) has been
widely adopted to solve multi-class classification and is the
key to many state-of-the-art (SOTA) methods, see Figure
1. Unfortunately, ERM is not well-suited for imbalanced or
long-tailed (LT) datasets, in which head classes have many
more samples than tail classes, and where an unbiased pre-
dictor is desired at test time. This is a common scenario
for real-world problems, such as object detection [42], med-
ical diagnosis [18] and fraud detection [50]. On the one
hand, extreme class imbalance biases the classifier towards
head classes [31, 57]. On the other hand, the paucity of data
prevents learning good representations for less-represented
classes, especially in few-shot data regimes [67]. Addressing
class imbalance is also relevant from the perspective of al-
gorithmic fairness, since incorporating unfair biases into the
models can have life-changing consequences in real-world
decision-making systems [46].

Previous work has approached the problem of class imbal-
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ance by different means, including data re-sampling [4, 8],
cost-sensitive learning [1, 65], and margin modifications
[6, 56]. While intuitive, these methods are not without limi-
tations. Particularly, over-sampling can lead to overfitting of
rare classes [13], under-sampling common classes might hin-
der feature learning due to the omitting of valuable informa-
tion [31], and loss re-weighting can result in optimization in-
stability [6]. Complementary to these approaches, ensemble
learning has empirically shown benefits over single-expert
models in terms of generalization [34] and predictive un-
certainty [36] on balanced datasets. Recently, expert-based
approaches [5, 61] also show promising performance gains
in the long-tailed setting. However, the theoretical reasons
for how expert diversity leads to better generalization over
different label distributions remain largely unexplored.

In this work, we seek to formulate an ensemble where
each expert targets different classes in the label distribution,
and the ensemble as a whole is provably unbiased. We
accomplish this by extending the theoretical background
for logit adjustment to the case of learning diverse expert
ensembles. We derive a constraint for the target distributions,
defined in terms of expert-specific biases, and prove that
fulfilling this constraint yields Fisher consistency with the
balanced error. In our formulation, we assume that the
experts are calibrated, which we find not to be the case
by default in practice. Thus, we need to assure that the
assumption is met, which we realize using mixup [69]. Our
contributions can be summarized as follows:

• We extend the notion of logit adjustment based on label
frequencies to balanced ensembles. We show that our
approach is theoretically sound by proving that it is Fisher-
consistent for minimizing the balanced error.

• Proper calibration is a necessary requirement to apply the
previous theoretical result. We find that mixup is vital
for expert calibration, which is not fulfilled by default
in practice. Meeting the calibration assumption ensures
Fisher consistency, and performance gains follow.

• Our method reaches new state-of-the-art results on three
long-tailed benchmark datasets.

2. Related work
Data resampling and loss re-weighting. Common

approaches resort to resampling the data or re-weighting
the losses to achieve a more balanced distribution. Re-
sampling approaches include under-sampling the majority
classes [16], over-sampling the minority classes [8, 20], and
class-balanced sampling [28, 62]. Re-weighting approaches
are commonly based on the inverse class frequency [28], the
effective per-class number of samples [13], or sample-level
weights [41]. In contrast, we make use of theoretically-sound
margin modifications without inhibiting feature learning.

Margin modifications. Enforcing large margins for mi-
nority classes has been shown to be an effective regularizer
under class imbalance [6, 56]. Analogously, a posthoc logit
adjustment (LA) can be seen as changing the class margins
during inference time to favor tail classes [48, 57]. Particu-
larly, the approach proposed by Menon et al. [48] is shown to
be Fisher-consistent [43] for minimizing the balanced error.
Finally, Hong et al. [26] generalize LA to accommodate an
arbitrary, known target label distribution. We extend single-
model LA to a multi-expert framework by parameterizing
diverse target distributions for different experts and show
how to formulate the margins such as to maintain Fisher
consistency for the whole ensemble.

Calibration. Modern over-parameterized neural net-
works are notorious for predicting uncalibrated probability
estimates [19], being wrongly overconfident in the presence
of out-of-distribution data [40]. These issues are further ex-
acerbated under class imbalance [71]. Mixup [69] and its ex-
tensions [60,68] have been effective at improving confidence
calibration [58], and to some extent, generalization [68, 69],
in the balanced setting. However, mixup does not change
the label distribution [66], thus several methods modify sam-
pling [49, 66] and mixing components [9, 66] to boost the
performance on tail classes. Zhong et al. [71] investigate
the effect of mixup for decoupled learning [31], and find
that although mixup can improve calibration when used for
representation learning, it hurts classifier learning. Instead,
MiSLaS relies on class-balanced sampling and class-aware
label smoothing to promote good calibration during the sec-
ond stage. Complementary to this approach, we show that
mixup non-trivially improves both calibration and accuracy
by a significant margin when combined with logit adjustment,
in a single stage and without the need for data re-sampling.

Ensemble learning. The ensemble of multiple experts,
e.g. Mixture of Experts [29, 30] and Product of Experts
(PoE) [25], have empirically shown stronger generalization
and better calibration [36] over their single-expert counter-
part in the balanced setting [35, 55]. These benefits are typi-
cally attributed to model diversity, e.g. making diverse mis-
takes [15] or exploring different local minima in the loss land-
scape [17]. In the long-tailed setting, expert-based methods
show promising results to improve the head-tail trade-off [5].
These approaches typically promote diversity by increasing
the KL divergence between expert predictions [37, 61] or by
learning on different groups of classes [5, 54, 63]. However,
the former methods are not tailored to address the head bias,
whereas the latter present limited scalability under low-shot
regimes. Closer to our work, Li et al. [38] learn an ensemble
of uniform experts with a combination of balanced soft-
max [51], nested knowledge distillation [24] and contrastive
learning [21]. Recently, Zhang et al. [70] propose to address
an unknown label distribution shift under the transductive
learning paradigm, by learning a set of three skill-diverse
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experts during training time, and then aggregating them
with self-supervised test-time training. We instead focus on
the traditional setting, where our calibrated ensemble can
consistently incorporate prior information about the target
distribution if available, or by default, it is provably unbiased
for minimizing the balanced error with naive aggregation.

3. Method
In this section, we start by describing the problem for-

mulation in Section 3.1, and give an overview of logit ad-
justment in Section 3.2. Next, we introduce our Balanced
Product of Experts in Section 3.3 and describe how we meet
the calibration assumption in Section 3.4.

3.1. Problem formulation

In a multi-class classification problem, we are given an
unknown distribution P over some data space X × Y of
instances X and labels Y = {1, 2, . . . , C}, and we want to
find a mapping f : X → RC that minimizes the misclassi-
fication error Px,y

(
y ̸= argmaxj∈Y fj(x)

)
, where we de-

note f(x) ≡ [f1(x), ..., fC(x)]. In practice, given a sample
D = {xi, yi}Ni=1 ∼ P, we intend to minimize the empirical
risk [59], Rδ(f) = 1

N

∑N
i=1 ℓ0/1(yi, f(xi)), where nj is

the number of samples for class j, N =
∑C

j=1 nj and ℓ0/1
denotes the per-sample misclassification error, also known as
0/1-loss. As ℓ0/1 is not differentiable, we typically optimize
a surrogate loss, such as the softmax cross-entropy (CE),

ℓ(y, f(x)) = − log
efy(x)∑
j∈Y efj(x)

. (1)

However, in the long-tailed setting, the training class dis-
tribution Ptrain(y) is usually highly skewed and cannot be
disentangled from the data likelihood Ptrain(x|y) by mini-
mizing the misclassification error (or its surrogate loss) [26].
Following Hong et al. [26], hereafter we assume a label
distribution shift, i.e. although training and test priors may
be different, the likelihood shall remain unchanged,

Ptrain(y) ̸= Ptest(y) Ptrain(x|y) = Ptest(x|y). (2)

A special case is when all classes are equally relevant, i.e.
Ptest(y) ≡ Pbal(y) = 1

C , where a more natural metric is the
balanced error rate (BER) [3, 7]

BER(f) ≡ 1

C

∑
y∈Y

Px|y

(
y ̸= argmax

j∈Y
fj(x)

)
, (3)

which is consistent with minimizing the misclassification
error under a uniform label distribution.

3.2. Distribution shift by logit adjustment

Under a label distribution shift, we can write the training
conditional distribution as Ptrain(y|x) ∝ P(x|y)Ptrain(y),

which motivates the use of logit adjustment to remove the
long-tailed data bias [48, 51]

exp
[
fy(x)− logPtrain(y)

]
∝ Ptrain(y|x)

Ptrain(y)
∝ Pbal(y|x),

(4)

leading to an adjusted scorer that is Fisher-consistent
for minimizing BER [48]. Importantly, to obtain unbi-
ased predictions via logit adjustment, an ideal (unadjusted)
scorer must model the training conditional distribution, i.e.
efy(x) ∝ Ptrain(y|x) [48]. We observe that, although this
condition is unattainable in practice, a weaker but necessary
requirement is perfect calibration [2] for the training distri-
bution. Hereafter we refer to the aforementioned condition
as the calibration assumption. This observation explicitly
highlights the importance of confidence calibration to obtain
unbiased logit-adjusted models.

Hong et al. [26] generalize the logit adjustment to address
an arbitrary label distribution shift by observing that we can
swap the training prior for a desired test prior,

exp

[
fy(x) + log

Ptest(y)

Ptrain(y)

]
∝ Ptest(y|x). (5)

Based on the observation that diverse ensembles lead to
stronger generalization [17, 61], we investigate in the follow-
ing section how to learn an ensemble, which is not only
diverse but also unbiased, in the sense of Fisher consis-
tency, for a desired target distribution.

3.3. Balanced Product of Experts

We will now introduce our main theoretical contribution.
We start from the logit adjustment formulation and introduce
a convenient parameterization of the distribution shift, as we
intend to create an ensemble of logit-adjusted experts, biased
toward different parts of the label distribution.

Parameterization of target distributions. Let us revisit
the parametric logit adjustment formulation by Menon et
al. [48]. For τ ∈ RC , we observe the following:

argmax
y

fy(x)− τy logPtrain(y)

= argmax
y

fy(x)− logPtrain(y) + logPtrain(y)1−τy

(6)

= argmax
y

fy(x) + log
Pλ(y)

Ptrain(y)
, (7)

where λy ≡ 1−τy and Pλ(y) ≡ Ptrain(y)λy∑
j∈Y Ptrain(j)λj

. Note that

adjusting the scorer fy(x) with τy logPtrain(y) in (6) can be
interpreted as performing a distribution shift parameterized
by λ. Particularly, the adjusted model shall accommodate
for a target distribution Pλ(y). As we intend to incorporate
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Figure 2. (a) By increasing the pairwise class margin, the decision
boundary smoothly moves towards the head class, resulting in (b)
diverse label distributions parameterized by τ .

a controlled bias during training, we define the generalized
logit adjusted loss (gLA), which is simply the softmax cross-
entropy of the adjusted scorer in (6)

ℓτ (y, f(x)) = − log
efy(x)+τy log Ptrain(y)∑
j∈Y efj(x)+τj log Ptrain(j)

(8)

= log

1 +∑
j ̸=y

efj(x)−fy(x)+∆τ
yj

 , (9)

where ∆τ
yj = log Ptrain(j)τj

Ptrain(y)τy defines a pairwise class margin.
Intuitively, by increasing the margin, the decision boundary
moves away from minority classes and towards majority
classes [48], as illustrated in Figure 2(a). For example, by
setting λ = 1 (τ = 0), we obtain the CE loss and a long-
tailed distribution as a result. For λ = 0 (τ = 1) we
model the uniform distribution, with the so-called balanced
softmax (BS) [48, 51]. Interestingly, we obtain an inverse LT
distribution by further increasing the margin, e.g. for τ = 2

(λ = −1). Figure 2(b) depicts these scenarios for a long-
tailed prior (Pareto distribution). In summary, the proposed
loss provides a principled approach for learning specialized
expert models and is the building block of the ensemble-
based framework to be introduced in the next section.

Ensemble learning. To address the long-tailed recogni-
tion problem, we introduce a Balanced Product of Experts
(BalPoE), which combines multiple logit-adjusted experts
in order to accommodate for a desired test distribution. Let
us denote as Pλ(x, y) ≡ P(x|y)Pλ(y) the joint distribution
associated to λ ∈ RC .

Let Sλ be a multiset of λ-vectors describing the parame-
terization of |Sλ| ≥ 1 experts. Our framework is composed
of a set of scorers {fλ}λ∈Sλ

, where each λ-expert is (ide-
ally) distributed according to exp

[
fλ
y (x)

]
∝ Pλ(x, y). The

proposed ensemble is then defined as the average of the
expert scorers in log space,

p(x, y) ≡ exp
[
fy(x)

]
≡ exp

[
1

|Sλ|
∑
λ∈Sλ

fλ
y (x)

]
. (10)

Now, let us denote as λ ≡ 1
|Sλ|

∑
λ∈Sλ

λ the average of
all expert parameterizations. We show, in Theorem 1, that an
ensemble consisting of bias-adjusted experts accommodates
a marginal distribution Pλ(y).

Theorem 1 (Distribution of BalPoE). Let Sλ be a multiset
of λ-vectors describing the parameterization of |Sλ| ≥ 1
experts. Let us assume dual sets of training and target scorer
functions, {sλ}λ∈Sλ

and {fλ}λ∈Sλ
with s, f : X → RC ,

respectively, s.t. they are related by

fλ
y (x) ≡ sλy (x)− logPtrain(y) + λy logPtrain(y). (11)

Assume that the calibration assumption holds for all training
scorers, i.e. exp sλy (x) ∝ Ptrain(y|x) for λ ∈ Sλ. Then,
under a label distribution shift in (2), the product of experts
as defined in (10) satisfies

p(x, y) ∝ P(x|y)Pλ(y) ≡ Pλ(x, y). (12)

Proof. See supplementary material.

In other words, the proposed ensemble attains the av-
erage bias of all of its experts. We can utilize this result
to construct an ensemble of diverse experts which is Fisher-
consistent for minimizing balanced error. All we need to
make sure of is that Pλ(y) = 1

C [48]. A simple constraint is
then λy = 0 for all y ∈ Y:

Corollary 1.1 (Fisher-consistency). If λy = 0 for all y ∈ Y ,
then the BalPoE scorer f is fisher-consistent for minimizing
the balanced error.

Proof. From Theorem 1, we have that for λ = 0,

argmax
y

fy(x) = argmax
y

logP(x|y)Pλ(y) (13)

= argmax
y

logP(x|y) 1
C

(14)

= argmax
y

P(x|y). (15)

From (7) in [48], it follows that BalPoE coincides with the
Bayes-optimal rule for minimizing the balanced error.

Thus, by defining a set of λ-experts, such that the aver-
age bias parameterization λ = 0, we have shown that the
resulting ensemble is unbiased. Note that our framework can
accommodate for any known target distribution Ptest(y), by
ensuring λy = log Ptest(y)

Ptrain(y) .
Training of logit-adjusted experts. We propose to train

each λ-expert by minimizing its respective logit adjusted
loss ℓ1−λ. The loss of the overall ensemble is computed as
the average of individual expert losses,

ℓtotal(y, f(x)) =
1

|Sλ|
∑
λ∈Sλ

ℓ1−λ(y, f
λ(x)). (16)
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During inference, we average the logits of all experts before
softmax normalization to estimate the final prediction.

Based on our theoretical observations, we argue that the
calibration assumption needs to be met in order to guarantee
Fisher consistency for logit-adjusted models. This is how-
ever not the case per default in practice, as can be seen in
Figure 1(b) for BS (single-expert BalPoE) and in Table 2 for
a three-expert BalPoE trained with ERM. Thus, we need to
find an effective way to calibrate our ensemble, a matter we
discuss in further detail in the next section.

3.4. Meeting the calibration assumption

Following Theorem 1, we observe that it is desirable for
all experts to be well-calibrated for their target distribution
in order to obtain an unbiased ensemble. Among calibration
methods in the literature, we explore mixup [69] for two
main reasons: (1) mixup has shown to improve calibration
in the balanced setting [58] and to some extent in the long-
tailed setting [71]. (2) mixup does not change the prior
class distribution Ptrain(y) [66], which is crucial as it would
otherwise perturb the necessary bias adjustments.

Mixup samples from a vicinity distribution {x̃i, ỹi}N
′

i=1 ∼
Pν , where x̃=ξxi + (1 − ξ)xj and ỹ=ξyi + (1 − ξ)yj
are convex combinations of random input-label pairs,
{(xi, yi), (xj , yj)} ∼ Ptrain

x,y , with ξ ∼ Beta(α, α) and
α ∈ (0,∞). The model is trained by minimizing Rν(f) =
1
N ′

∑N ′

i=1 ℓ(ỹi, f(x̃i)), known as Vicinal Risk Minimization.
Zhong et al. [71] found that, even though calibration

is improved, mixup does not guarantee an increase in test
accuracy, and could even degrade classifier performance.
However, we found this not to be the case for logit-adjusted
models. We argue that this is due to the fact that mixup does
not change the prior class distribution Ptrain(y), as proved
by Xu et al. [66]. While the long-tailed prior is typically un-
favorable, and something one strives to adjust, this property
is crucial for methods based on logit adjustment, such as
BalPoE. We assume Ptrain(y) is known, and in practice, esti-
mate it from data. If the marginal distribution were to change,
for instance by data resampling, the precomputed biases
would no longer be accurate, and the ensemble would be-
come biased. In summary, mixup is compatible with BalPoE
as a means for improving calibration. In Section 4.2.2 we
show that mixup significantly improves the calibration of
our approach, leading to a Balanced Product of Calibrated
Experts, see the reliability diagram in Figure 1(d). We em-
pirically observe that mixup also non-trivially improves the
balanced error, which we believe is attributed to the fact that
it contributes to fulfilling the calibration assumption, thus
guaranteeing a balanced ensemble.

4. Experiments
We validate our finding of Theorem 1 by measuring test

accuracy when varying different aspects of the expert en-

semble, including the number of experts, test-time target
distributions in terms of λ, and backbone configuration. Fur-
thermore, we measure model calibration of our expert ensem-
ble and investigate how this is affected by mixup. Finally, we
compare our method with current state-of-the-art methods
on several benchmark datasets.

4.1. Experimental setup

4.1.1 Long-tailed datasets

CIFAR-100-LT. Following previous work [6, 13], a long-
tailed version of the balanced CIFAR-100 dataset [32] is
created, by discarding samples according to an exponential
profile. The dataset contains 100 classes, and the class imbal-
ance is controlled by the imbalance ratio (IR) ρ = maxi ni

mini ni
,

i.e. the ratio between the number of instances for the most
and least populated classes. We conduct experiments with
ρ ∈ {10, 50, 100}. For experiments on CIFAR-10-LT [32],
see the supplementary material.

ImageNet-LT. Built from ImageNet-2012 [14] with 1K
classes, this long-tailed version is obtained by sampling from
a Pareto distribution with α = 6 [44]. The resulting dataset
consists of 115.8K training, 20K validation, and 50K test
images. The categories in the training set contain between 5
and 1280 samples, with an imbalanced ratio of ρ = 256.

iNaturalist. The iNaturalist 2018 dataset [27] is a large-
scale species classification dataset containing 437K images
and 8142 classes, with a natural imbalance ratio of ρ = 500.

4.1.2 Implementation details

For the experiments on CIFAR, following Cao et al. [6],
we train a ResNet-32 backbone [22] for 200 epochs with
SGD, initial learning rate (LR) of 0.1, momentum rate
of 0.9, and a batch size of 128. A multi-step learning
rate schedule decreases the LR by a factor of 10 at the
160th and 180th epochs. For large-scale datasets, we fol-
low [61, 70]. For ImageNet-LT, we train ResNet-50 and
ResNeXt-50 [64] backbones for 180 epochs with a batch
size of 64. For iNaturalist, we train a ResNet-50 for 100
epochs with a batch size of 512. We use a cosine anneal-
ing scheduler [45] for ImageNet-LT and iNaturalist, with
initial LR of 0.025 and 0.2, respectively. For mixup exper-
iments, we set α to 0.4, 0.3, and 0.2 for CIFAR-100-LT,
ImageNet-LT and iNaturalist, respectively, unless stated oth-
erwise. By default, we use 3 experts for BalPoE. We set Sλ

to {1, 0,−1}, {1,−0.25,−1.5} and {2, 0,−2}, for CIFAR-
100-LT, ImageNet-LT and iNaturalist, respectively, unless
stated otherwise. See the supplementary material for addi-
tional details.

In addition, we conduct experiments with the longer train-
ing schedule using stronger data augmentation, following
Cui et al. [12]. All models are trained for 400 epochs, using
RandAugment [11] in the case of ImageNet and iNaturalist,
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and AutoAugment [10] for CIFAR-100-LT. In the latter case,
the learning rate is decreased at epochs 320 and 360.

4.1.3 Evaluation protocol

Following Cao et al. [6], we report accuracy on a balanced
test set. Whenever confidence intervals are shown, they are
acquired from five runs. We also report accuracy for three
common data regimes, where classes are grouped by their
number of samples, namely, many-shot (> 100), medium-
shot (20-100), and few-shot (< 20).

In addition, we investigate model calibration by estimat-
ing the expected calibration error (ECE), maximum calibra-
tion error (MCE), and visualizing reliability diagrams. See
the supplementary material for definitions of these metrics.

Finally, for a more realistic benchmark, we follow [26,70]
and evaluate our approach under a diverse set of shifted target
distributions, which simulate varying levels of class imbal-
ance, from forward long-tailed distributions that resemble
the training data to extremely different backward long-tailed
cases. For more details on how these distributions are cre-
ated, see the supplementary material.

4.2. State-of-the-art comparison

In this section, we compare our method, BalPoE, with
state-of-the-art methods, in terms of accuracy and calibration,
both on the uniform and non-uniform test distributions.

4.2.1 Comparison under the balanced test distribution

Table 1 compares accuracy under the balanced test distribu-
tion on CIFAR-100-LT, ImageNet-LT, and iNaturalist 2018.
For ensemble methods, we report the performance for a
three-expert model. For the standard setting, we observe sig-
nificant improvements over previous methods across most
benchmarks. For CIFAR-100-LT, we gain +1.5 and +2.2
accuracy points (pts) over the previous state-of-the-art for
imbalance ratios 10 and 100, respectively. On ImageNet-LT,
we improve by +3.6 and +1.1 for ResNet50 and ResNeXt50
backbones over RIDE and SADE, respectively, which high-
lights the benefits of BalPoE compared to other ensemble-
based competitors that are not fisher-consistent by design.
On iNaturalist, we outperform SADE by +2.1 pts and match
the previous SOTA, NCL (+0.1 pts), which trains for longer
(4x epochs) with strong data augmentation. Lastly, our skill-
diverse ensemble considerably outperforms its single-expert
counterpart (LA), while also surpassing an all-uniform en-
semble (Sλ={0, 0, 0}) on challenging large-scale datasets.

Similar to PaCo [12], BalPoE also benefits from stronger
data augmentation and longer training, commonly required
by contrastive learning approaches [12,38,72], setting a new
state-of-the-art across all benchmarks under evaluation.

Table 1. Test accuracy (%) on CIFAR-100-LT, ImageNet-
LT, and iNaturalist 2018 for different imbalance ratios (IR)
and backbones (BB). Notation: R32=ResNet32, R50=ResNet50,
RX50=ResNeXt50. DA denotes data augmentation. ⋆: reproduced
results. ∗∗: reproduced with mixup. †: From [66]. ‡: From [70].

CIFAR-100-LT ImageNet-LT iNat

IR → 10 50 100 256 256 500

Method ↓ BB → R32 R32 R32 R50 RX50 R50

CE⋆ 57.2 43.9 38.8 47.2 48.0 65.2
CB-Focal [13] 58.0 45.3 39.6 - - -
LDAM-DRW [6] 58.7 48.0† 42.0 45.8† - 68.0
BS [51] 59.9† 49.8† 43.9 51.1 - 68.4
LA∗∗ [47] - - 47.0 - 55.2 69.9
LADE [26] 61.7 50.5 45.4 - 53.0 70.0
MiSLAS [71] 63.2 52.3 47.0 52.7 51.4‡ 71.6
RIDE [61] 61.8‡ 51.7‡ 48.0 54.9 56.4 72.2
DiVE [23] 62.0 51.1 45.4 53.1 - 71.7
SSD [39] 62.3 50.5 46.0 - 56.0 71.5
DRO-LT [53] 63.4 57.6 47.3 - 53.5 69.7
ACE [5] - 51.9 49.6 54.7 56.6 72.9
UniMix+Bayias [66] 61.3 51.1 45.5 48.4 - 69.2
CMO+BS [49] 62.3 51.4 46.6 - - 70.9
TLC [37] - - 49.0 54.6 - -
SADE [70] 63.6 53.9 49.8 - 58.8 72.9
Uniform BalPoE (ours) - - 52.0 - 59.5 74.7
BalPoE (ours) 65.1 56.3 52.0 58.5 59.8 75.0

Stronger DA
BCL [72] 64.9 56.6 51.9 56.0 57.1 71.8
BalPoE (ours) 66.3 58.7 54.7 59.7 61.6 73.5

Longer training
PaCo [12] 64.2 56.0 52.0 57.0 58.2 73.2
CMO+BS [49] 65.3 56.7 51.7 58.0 - 74.0
BCL [72] - - 53.9 - - -
NCL [38] - 58.2 54.2 59.5 60.5 74.9
SADE [70] 65.3 57.3 52.2 - 61.2 74.5
BalPoE (ours) 68.1 60.1 55.9 60.8 62.0 76.9

Table 2. Expected calibration error (ECE), maximum calibration
error (MCE), and test accuracy (ACC) on CIFAR-100-LT-100. ⋆:
reproduced results. †: from [66]. ‡: trained with ERM.

CIFAR-100-LT-100
Method ↓ ECE ↓ MCE ↓ ACC ↑
CE⋆ 32.0±0.4 47.3±1.8 38.8±0.6
Bayias [66] 24.3 39.7 43.5
TLC [37] 22.8 - 49.0
BalPoE‡ (ours) 17.6±0.4 28.9±0.9 49.2±0.5

Mixup⋆ [69] 9.6±0.8 15.9±1.5 40.8±0.7

Remix† [9] 33.6 51.0 41.9
UniMix+Bayias [66] 23.0 37.4 45.5
MiSLAS [71] 4.8 - 47.0
BalPoE (ours) 4.9±1.0 11.3±1.6 52.0±0.5

4.2.2 Calibration comparison

In this section, we provide a comparison with previous
methods for confidence calibration under the LT setting.
See Table 2 for ECE, MCE, and accuracy computed over
CIFAR-100-LT-100 balanced test set. First, we observe
that Fisher-consistent approaches trained with ERM, such
as Bayias [66] and BalPoE, significantly improve calibra-
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Table 3. Test accuracy (%) on multiple target distributions for
CIFAR-100-LT-100 and Imagenet-LT (ResNeXt50). Prior: test
class distribution is used. ∗: Prior implicitly estimated from test
data by self-supervised learning. †: results from [70].

CIFAR-100-LT-100 Imagenet-LT

Fwd-LT Uni Bwd-LT Fwd-LT Uni Bwd-LT

Method prior 50 5 1 5 50 50 5 1 5 50

Softmax† ✗ 63.3 52.5 41.4 30.5 17.5 66.1 56.6 48.0 38.6 27.6
MiSLAS† ✗ 58.8 53.0 46.8 40.1 32.1 61.6 56.3 51.4 46.1 39.5
LADE† ✗ 56.0 51.0 45.6 40.0 34.0 63.4 57.4 52.3 46.8 40.7
RIDE† ✗ 63.0 53.6 48.0 38.1 29.2 67.6 61.7 56.3 51.0 44.0
SADE ✗ 58.4 53.1 49.4 42.6 35.0 65.5 62.0 58.8 54.7 49.8
BalPoE ✗ 65.1 54.8 52.0 44.6 36.1 67.6 63.3 59.8 55.7 50.8

LADE† ✓ 62.6 52.7 45.6 41.1 41.6 65.8 57.5 52.3 48.8 49.2
SADE * 65.9 54.8 49.8 44.7 42.4 69.4 63.0 58.8 55.5 53.1
BalPoE ✓ 70.3 59.3 52.0 46.9 46.1 72.5 64.6 59.8 57.2 56.9

tion over the standard CE. In this setting, our approach
achieves lower calibration errors compared to single-expert
and multi-expert competitors, namely, Bayias and TLC [37].
Second, we notice that mixup (α = 0.4) is surprisingly
effective for improving calibration under the LT setting. Al-
though Remix [9] and UniMix [66] improve tail performance
by modifying mixup, they tend to sacrifice model calibra-
tion, as shown in Table 2. Differently from these meth-
ods, we show that the regular mixup effectively regularizes
BalPoE, simultaneously boosting its generalization and cali-
bration performance. We hypothesize that logit adjustment
might benefit from a smoother decision boundary induced by
mixup [60]. Finally, although MiSLAS [71] leverages mixup
for classifier learning, it relies on decoupled learning [31]
and class-aware label smoothing for improving calibration,
while our approach trains end-to-end without incurring in
data re-sampling. Remarkably, BalPoE improves generaliza-
tion without sacrificing confidence calibration, effectively
keeping the best of both worlds.

4.2.3 Results under diverse test distributions

In this section, we compare model generalization with previ-
ous methods under multiple test distributions. We report test
accuracy for CIFAR-100-LT-100 and ImageNet-LT in Ta-
ble 3. Without any knowledge of the target distribution, our
approach surpasses strong expert-based baselines, such as
RIDE and SADE, in most cases, demonstrating the benefits
of our Fisher-consistent ensemble.

When knowledge about Ptest is available, our frame-
work addresses the distribution shift by ensuring λy =

log Ptest(y)
Ptrain(y) . For an efficient evaluation, we first train an

unbiased ensemble and then perform post-hoc logit adjust-
ment to incorporate the test bias [26], instead of training
a specialized ensemble for each target distribution. For
CIFAR-100-LT, BalPoE surpasses SADE by +2.2 pts un-
der the uniform distribution and by nearly +4.0 pts in the
case of highly skewed forward and backward distributions.
For the challenging ImageNet-LT benchmark, BalPoE out-
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Figure 3. (a) KL divergence of target priors vs expected marginal.
(b) Target priors vs expected marginals. Marginals estimated by
averaging predictions over CIFAR-100-LT-100 test set.

performs SADE by similar margins, with a +5.1 and +3.8
pts difference for forward50 and backward50, respectively.
See the supplementary material for additional results on
CIFAR-100-LT, ImageNet-LT, and iNaturalist datasets.

4.3. Ablation study and further discussion

Effect of mixup. As seen in Figure 1, mixup reduces
the calibration error for logit-adjusted models. We further
investigate the effect of mixup by comparing the expected
prior (estimated from data) to the ideal prior of each expert.
We train BalPoE by setting Sλ to {1, 0,−1} on CIFAR-100-
LT-100, and vary the mixup parameter α. Figure 3(a) shows
the KL divergence between expert-specific biases, estimated
by averaging the predictive confidence of a given λ-expert
over the balanced test data, against the corresponding para-
metric prior Pλ(y). The prior of the ensemble is compared to
the uniform distribution. We find that mixup regularization
decreases the divergence for all experts, as well as for the
ensemble up to α = 0.4, where the divergence attains its
minimum for the uniform distribution. This provides further
evidence for the fact that well-regularized experts are better
calibrated for their respective target distributions. Figure 3(b)
shows that estimated marginal distributions are reasonable
approximations of the ideal priors for α = 0.4.

Do we need a balanced ensemble? To verify the validity
of Corollary 1.1 in practical settings, we vary the average
bias λ and report the test error in Figure 4(a). As expected,
the optimal choice for λ is near zero, particularly for well-
regularized models. For ERM (α = 0), the best λ is -0.25.
In this case, the calibration assumption might be violated,
thus unbiased predictions cannot be guaranteed.

Effect of the number of experts. We investigate the scal-
ability of our approach in Figure 5, where we plot accuracy
over the number of experts. We set different λ configurations
equidistantly spaced, with minimum and maximum values
at −1.0 and 1.0 respectively, and λ = 0 for the single-expert
case. This ensures that the average is λ = 0. We observe
an increase in accuracy as more experts are added to the en-
semble. As shown in Figure 1(a), a two-expert BalPoE is a
cost-effective trade-off, which surpasses contrastive-learning
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Figure 4. (a) Test error and (b) expected calibration error (ECE)
computed over CIFAR-100-LT-100 balanced test set.

approaches, e.g. BCL and PACO, as well as more complex
expert approaches, such as NCL and SADE, which rely on
knowledge distillation and test-time training, respectively.
Interestingly, the performance for even-numbered ensembles
interpolates seamlessly, which indicates that a uniform spe-
cialist is not strictly required. Our approach achieves a peak
performance of 57% for seven experts, which represents
a relative increase of 11% over its single-expert counter-
part. Notably, BalPoE provides tangible benefits for many-,
medium-, and especially, few-shot classes.

Connection to recent approaches. Our framework gen-
eralizes several recent works based on logit adjustment for
single-expert models [26, 48, 52, 66]. LADE [26] introduces
a regularizer based on the Donsker-Varadhan representation,
which empirically improves single-expert calibration for the
uniform distribution, whereas we use mixup regularization
to meet the calibration assumption. Within our theoretical
framework, we observe that SADE [70], which learns for-
ward, uniform, and backward experts (with different softmax
losses), is neither well-calibrated (see Figure 1(c)) nor guar-
anteed to be Fisher-consistent, as in general, a backward bias
(based on flipped class probabilities) does not cancel out with
a forward bias, particularly without test-time aggregation. Fi-
nally, NCL [38] learns an ensemble of uniform experts with
a combination of balanced softmax, contrastive learning,
and nested distillation, but does not enforce the calibration
assumption required to achieve Fisher consistency.

5. Conclusion

In this paper, we extend the theoretical foundation for
logit adjustment to be used for training a balanced product
of experts (BalPoE). We show that the ensemble is Fisher-
consistent for the balanced error, given that a constraint for
the expert-specific biases is fulfilled. We find that model
calibration is vital for achieving an unbiased ensemble since
the experts need to be weighed against each other in a proper
way. This is achieved using mixup. Our BalPoE sets a new
state-of-the-art on several long-tailed benchmark datasets.

Limitations. First, we assume Ptrain(x|y) = Ptest(x|y),
which is a fair assumption but may be violated in practice,
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Figure 5. Test accuracy vs number of experts on CIFAR-100-LT-
100 for all, many-shot, medium-shot and few-shot classes.

e.g. in autonomous driving applications, where the model
might be exposed to out-of-distribution data. Second, the
prior Ptrain(y) is estimated empirically based on the number
of training samples, which can be suboptimal for few-shot
classes. To address this issue, considering the effective num-
ber of samples [13] could be an interesting venue for future
research. Finally, our findings are limited to single-label
multi-class classification, and extending our balanced prod-
uct of experts to multi-label classification and other detection
tasks is left to future work.

Societal impact. We believe that the societal impacts
of this work are mainly positive. Our proposed method re-
duces biases caused by label imbalance in the training data,
which is important from an algorithmic fairness point of
view. Additionally, our model is calibrated, which improves
trustworthiness, and usefulness in downstream tasks. How-
ever, it cannot account for out-of-distribution data or cases
where a view of a tail class appears at test time, which is
not captured in the training data. Thus, there is a risk that
the model is being overtrusted. Finally, we utilize multiple
models, which increases computational cost and electricity
consumption, especially for large-scale datasets.
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