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Figure 1. Our technique builds a 3D avatar representation of a person using just a single short monocular RGB video (e.g., 1-2 minutes). We leverage a 3DMM to track the user’s expressions. By anchoring a neural radiance field to the 3DMM geometry, we generate a volumetric photorealistic 3D avatar that can be rendered with user-defined expression and viewpoint. Note that our method works well on challenging materials, e.g., hair and dramatic expressions. Please see our webpage augmentedperception.github.io/monoavatar for more results.

Abstract

We propose a method to learn a high-quality implicit 3D head avatar from a monocular RGB video captured in the wild. The learnt avatar is driven by a parametric face model to achieve user-controlled facial expressions and head poses. Our hybrid pipeline combines the geometry prior and dynamic tracking of a 3DMM with a neural radiance field to achieve fine-grained control and photorealism. To reduce over-smoothing and improve out-of-model expressions synthesis, we propose to predict local features anchored on the 3DMM geometry. These learnt features are driven by 3DMM deformation and interpolated in 3D space to yield the volumetric radiance at a designated query point. We further show that using a Convolutional Neural Network in the UV space is critical in incorporating spatial context and producing representative local features. Extensive experiments show that we are able to reconstruct high-quality avatars, with more accurate expression-dependent details, good generalization to out-of-training expressions, and quantitatively superior renderings compared to other state-of-the-art approaches.

1. Introduction

Creating a controllable human avatar is a fundamental piece of technology for many downstream applications, such as AR/VR communication [20, 31], virtual try-on [37], virtual tourism [13], games [42], and visual effects for movies [12, 18]. Prior art in high-quality avatar generation typically requires extensive hardware configurations (i.e., camera arrays [6, 12, 31], light stages [18, 29], dedicated depth sensors [8]), or laborious manual intervention [1]. Alternatively, reconstructing avatars from monocular RGB videos significantly relaxes the dependency on equipment setup and broadens the application scenarios. However, monocular head avatar creation is highly ill-posed due to the dual problems of reconstructing and tracking highly articulated and deformable facial geometry, while model-
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ing sophisticated facial appearance. Traditionally, 3D Morphable Models (3DMM) [7, 24] have been used to model facial geometry and appearance for various applications including avatar generation [9, 16, 22]. However, 3DMMs do not fully capture subject-specific static details and dynamic variations, such as hair, glasses, and expression-dependent high frequency details such as wrinkles, due to the limited capacity of the underlying linear model.

Recent works [3, 15] have incorporated neural radiance fields in combination with 3DMMs for head avatar generation to achieve photorealistic renderings, especially improving challenging areas, such as hair, and adding view-dependent effects, such as reflections on glasses. The pioneering work of NerFACE [15] uses a neural radiance field parameterized by an MLP that is conditioned on 3DMM expression parameters and learnt per-frame latent codes. While they achieve photorealistic renderings, the reliance on an MLP to directly decode from 3DMM parameter space leads to the loss of fine-grain control over geometry and articulation. Alternatively, RigNeRF [3] learns the radiance field in a canonical space by warping the target head geometry using a 3DMM fit, which is further corrected by a learnt dense deformation field parameterized by another MLP. While they demonstrate in-the-wild head pose and expression control, the use of two global MLPs to model canonical appearance and deformations for the full spatial-temporal space leads to a loss of high frequency details, and an overall uncanny appearance of the avatar. Both of these works introduce new capabilities but suffer from lack of detail in both appearance and motion because they attempt to model the avatar’s global appearance and deformation with an MLP network.

In this paper, we propose a method to learn a neural head avatar from a monocular RGB video. The avatar can be controlled by an underlying 3DMM model and deliver high-quality rendering of arbitrary facial expressions, head poses, and viewpoints, which retain fine-grained details and accurate articulations. We achieve this by learning to predict expression-dependent spatially local features on the surface of the 3DMM mesh. A radiance field for any given 3D point in the volume is then obtained by interpolating the features from K-nearest neighbor vertices on the deformed 3DMM mesh in target expression, and passing them through a local MLP to infer density and color. The local features and local MLP are trained jointly by supervising the radiance field through standard volumetric rendering on the training sequence [30]. Note that our networks rely on the local features to model appearance and deformation details, and leverages the 3DMM to model only the global geometry.

Learning local features is critical in achieving a high-quality head avatar. To this end, we train an image-to-image translation U-Net that transforms the 3DMM deformations in the UV space to such local features. These UV-space features are then attached to the corresponding vertices of the 3DMM mesh geometry. We show that learning features from such explicit per-vertex local deformation of the 3DMM geometry makes the model retain high-frequency expression-dependent details and also generalizes better to out-of-training expressions, presumably because of the spatial context between nearby vertices incorporated by the convolutional neural network (CNN). An alternative approach is to feed the 3DMM parameters directly into a CNN decoder running on the UV space. However, we found this produces severe artifacts on out-of-training expressions, particularly given a limited amount of training data, e.g. for a lightweight, 1-minute data collection procedure during the avatar generation process.

In summary, our contributions are as follows: we propose a neural head avatar representation based on a 3DMM-anchored neural radiance field, which can model complex expression-dependent variations, but requires only monocular RGB videos for training. We show that a convolutional neural network running on per-vertex displacement in UV space is effective in learning local expression-dependent features, and delivers favorable training stability and generalization to out-of-training expressions. Experiments on real-world datasets show that our model provides competitive controllability and generates sharper and detail enriched rendering compared to state-of-the-art approaches.

2. Related Works

Building photorealistic representations of humans has been widely researched in the past few decades. Here, we mainly discuss prior art in head avatar and refer readers to the state-of-the-art surveys [14, 55] for a comprehensive literature review.

Monocular Explicit Surface Head (Face) Avatars. Traditionally, a typical approach to create head (or face) avatars from monocular RGB videos is using a 3D Morphable Models (3DMM) as the foundation and adding personalized representations, such as corrected blendshapes [16, 22], detail texture maps [16, 22], image-based representations [9], and secondary components [21]. Early works use various optimizations to obtain the personalized representations from monocular data, including analysis-by-synthesis [14, 16, 21, 55] as well as shape-from-shading [16, 22]. Recent approaches replace optimizations by regressions with Deep Neural Networks (DNNs) [10, 40, 48], or integrate optimizations with deep learning components [3, 5]. More recent methods leverage neural textures [17] to generate photorealistic appearances.

The main drawback of these methods is that they rely on explicit meshes with a fixed topology, making it hard to handle out-of-model details such as hair and accessories like glasses and apparels. In contrast, our hybrid method combines geometric priors with implicit representations, lead-
Figure 2. Overview of our pipeline. The core of our method is the Avatar Representation (Sec. 3.1, shown as the yellow area) based on a 3DMM-anchored neural radiation field (NeRF), which are decoded from local features attached on the 3DMM vertices. Then, we use volumetric rendering to compute the output image. To predict the vertex-attached features (Sec. 3.2, shown as the green area), we first compute the vertex displacements from the 3DMM expression and pose, then process the displacements in UV space with Convolutional Neural Networks (CNNs), and sample the obtained features back to mesh vertices.
neck, jaw, and eyes), where \( i \) is the frame index, with which a head mesh can be obtained via \( V_i(\beta, \psi_i, \theta_i) \). Since \( \beta \) is fixed and does not depend on the pose or expressions for a given user, we omit it in the following sections for brevity.

An overview of our framework is shown in Fig. 2. We adopt the 3DMM-anchored neural radiance field (NeRF) as the core representation for our head avatar (Sec. 3.1), where local features are attached to the vertices of the deformable 3DMM mesh. During the inference, we first deform the 3DMM mesh based on the target configuration \( V_t = (\psi_t, \theta_t) \). Then, for an arbitrary 3D query point, we aggregate the features from neighboring vertices on \( V_t \) to estimate the local density and color by Multi-Layer-Perceptrons (MLPs), which are then integrated in the volumetric rendering formulation to generate the color image. To learn local features, we train CNN-based networks in the UV space to incorporate spatial context (Sec. 3.2). Our model is trained end-to-end with RGB supervisions (Sec. 3.3).

### 3.1. Avatar Representation

An ideal representation for a head avatar should have the following properties: 1) Provides intuitive control to achieve the desired expression and head pose; 2) Requires a moderate amount of training data, e.g., a short monocular video; 3) Produces expression-dependent rendering details; 4) Generalizes reasonably well to unseen expressions.

To this end, we propose the 3DMM-anchored neural radiance field (NeRF) as shown in Fig. 3. Inspired by local feature based neural radiance field [34, 47], we attach feature vectors \( z_j \) on each 3DMM vertex \( v_j \) to encode the local radiance fields that can be decoded with MLPs, where \( i \) denotes frame index and \( j \) denotes vertex index. In this way, the radiance field can be deformed according to vertex locations, hence can be intuitively controlled by the 3DMM expression and pose (\( \psi_i, \theta_i \)). In addition, the 3DMM fitting on each frame provides a rough tracking across deformable face geometries, such that all the frames can contribute into the learning of a unified set of local per-vertex features. We will discuss model capacity and generalization in Sec. 3.2.

To decode the vertex features \( \{ z_j \} \) into the radiance field for the frame \( i \), given a 3D query point \( q \), we first find its \( k \)-Nearest-Neighbor (k-NN) vertices from the 3DMM mesh \( \{ v_j \} \in \mathcal{V}_t \) with attached features \( \{ z_j \} \in \mathcal{Z}_t \). Then, we use two MLPs \( F_0 \) and \( F_1 \) with inverse-distance based weighted sum to decode local color and density. Formally,

\[
\hat{z}_i^j = F_0(v_i^j \mathbf{- q}, z_i^j) \\
\hat{z}_i = \sum_j w^j \hat{z}_i^j \\
c_i(q, d_i), \sigma_i(q) = F_i(\hat{z}_i, d_i),
\]

where \( w^j = \frac{d^j}{\sum_k d^k}, d^j = \frac{1}{\|v_i^j \mathbf{- q}\|^2} \) with \( j \in \mathcal{N}_k \), and \( d_i \) denotes the camera view direction. Finally, we render the output image with volumetric rendering formulation as in vanilla NeRF [30] given the camera ray \( r(t) = o + td \):

\[
C_i(r) = \int_{t_{\text{in}}}^{t_{\text{out}}} T(t) \sigma_i(r(t)) c_i(r(t), d) dt,
\]

where \( T(t) = \exp(-\int_{t_{\text{in}}}^{t} \sigma_i(r(s)) ds) \)

To reduce misalignments caused by per-frame contents that cannot be captured by 3DMM (e.g., 3DMM fitting errors), we additionally learn error-correction warping fields during training inspired from prior works on deformable NeRF [23, 45]. More specifically, we input the original query point and a per-frame latent code \( e_i \), which is randomly initialized and optimized during the training, into the error-correction MLPs \( F_E \) to predict a rigid transformation, and apply it to the query point. The transformation is denoted as \( q' = F_E(q, e_i) \). Then we use the warped query point \( q' \) to decode the color and density. Note that this warping field is disabled during testing. Please refer to the supplementary for detailed formulations of the warping field.

### 3.2. Predicting Expression-Dependent Features

While the proposed avatar representation (Sec. 3.1) enables intuitive controllability and convenience in learning, it still has limited capability for modeling complex expression-dependent variations due to the use of frame-shared vertex features \( \{ z_j \} \).

To overcome this, we propose to predict the dynamic vertex features \( \{ z_j \} \) conditioned on the 3DMM expression and pose \( (\psi_i, \theta_i) \). A common practice for NeRF-based methods is to use MLP-based architectures for dynamic feature prediction [3, 15, 53, 54]. However, we find that this leads to blurry rendering results, presumably because of the limited model capacity due to the lack of spatial context (i.e.,
each vertex does not know the feature of its neighboring vertices). Based on this intuition, we propose to process the 3DMM expression and pose \((\psi_i, \theta_i)\) with CNNs in the texture atlas space (UV space) to provide local spatial context.

Specifically, we design two variations of CNN-based architecture to learn expression-dependent vertex features \(\{z_i^j\}\). The first variant, denoted as Ours-C, trains a decoder consisting of transposed convolutional blocks to predict the feature map in UV space directly from 1-D codes of 3DMM expression and pose. We empirically find that such a model is effective in improving the overall rendering quality, however tends to fail and produce severe artifacts on out-of-training expressions (See discussions in Sec. 4.4). We then propose the second variant, denoted as Ours-D, that uses the 3D deformation of 3DMM in UV space as the input for feature prediction, and observe that resulting avatar models are more resilient to stretchy and unseen expressions. Specifically, we first compute the vertex displacements using 3DMM expression and pose as \(D_i = V_i(\psi_i, \theta_i) - V_{neutral}(0, \theta_i)\). We then rasterize the vertex displacements \(D_i\) into UV space, and process it with a U-Net \(F_D\). Finally, the output UV feature map is sampled back to mesh vertices \(V_i\), serving as the dynamic vertex features \(\{z_i^j\} (i.e., the expression-dependent version of frame-shared vertex features \(\{z^j\}\) described in Sec. 3.1).

### 3.3. Training Schema

Our model is trained on monocular RGB videos mainly with the photometric loss, where we penalize the \(l_2\) distance between the rendering and the ground truth images. Formally \(L_{rgb} = \sum_i \sum_r \|C_i(r) - I_i(r)\|^2\), where \(r\) denotes the camera ray of each pixel and \(i\) denotes frame index. To regularize the learning of error-correction warping field \(T(q)\), we adopt a elastic loss \(L_{elastic}\) similar to Nerfies [33], and a magnitude loss defined as \(L_{mag} = \sum_q \|q - \bar{T}(q)\|^2\). The total loss is defined as:

\[
L = L_{rgb} + \lambda_{elastic} L_{elastic} + \lambda_{mag} L_{mag},
\]

where we set \(\lambda_{elastic} = 10^{-4}\) at the beginning and decay to \(10^{-5}\) after 155k iterations, and \(\lambda_{mag} = 10^{-2}\). Please see supplementary for more details.

### 4. Experiments

We train and evaluate our method on casually captured monocular RGB videos (Sec. 4.1) and show that our method achieves superior rendering quality than prior state-of-the-art monocular RGB head avatars (Sec. 4.2). Then we verify our key observations on architectural choices to design a good avatar model, in terms of rendering quality and expression robustness (Sec. 4.4).

#### 4.1. Datasets and Metrics

**Datasets.** Following the prior art [15], we captured monocular RGB videos of various subjects with smartphones or webcams for training and evaluation. Each video is 1-2 minutes long (around 1.5k-2k frames at 30 FPS) with the first 1000-1500 frames as training data and the rest frames for evaluation if not otherwise specified. For the training clip, the subjects are asked to keep a neutral expression and rotate their heads, then perform different expressions during the head rotation, with extreme expressions included. For the testing clip, the subjects are asked to perform freely without any constraints. To demonstrate that our method also works for common talking head videos, we also include a video from NerFACE [15], which has significantly less variability in expressions when compared to our capture protocol. We mask out background [32] for each video, and obtain 3DMM and camera parameters with 3DMM fitting similar to that in NHA [17]. Please refer to the supplementary for examples of data. Please note that we collect relatively shorter training videos compared to related work. This favors a better user experience while still synthesizing high-quality avatars with more personalized and detailed expressions.

**Metrics.** Following the prior art [15], we use the following standard image quality metrics for quantitative evaluations: the Learned Perceptual Image Patch Similarity (LPIPS) [51], Structure Similarity Index (SSIM) [44], and Peak Signal-to-Noise Ratio (PSNR).
4.2. Comparisons with State-of-Art

We compare our method with five state-of-the-art methods of different types with publicly available implementations from the authors: NerFACE [15], IMAvatar [53], NHA [17], FOMM [39], and TPSMM [52]. For subject-specific methods (i.e., Ours, NerFACE [15], IMAvatar [53], and NHA [17]), we train the avatar for each subject separately with training frames of each video, then drive and render the trained avatar with 3DMM and camera parameters of testing frames. For few-shot methods (i.e., FOMM [39], and TPSMM [52]), we use the first frame of each video, which shows a frontal head, as the source image, then use testing frames as driving images in self-reenactment manner. Finally, the generated images of each method are compared with ground truth testing frames quantitatively (See Tab. 1) and qualitatively (See Fig. 4).

As shown in Fig. 4, FOMM [39] and TPSMM [52] struggle with large head rotations and fail to produce 3D consistent results. NHA [17] uses explicit mesh surface with neural textures. The fixed mesh topology makes it hard to handle challenging hair in Subject 3. Also, NHA uses linear 3DMM blendshapes, making it hard to capture complex expressions (e.g., Subject 1 & 3) and wrinkles (e.g., Subject 4). IMAvatar [53] uses an occupancy field to model geometry, making it hard to handle challenging hair. Despite learning a personalized blendshape field, the linear formulation still limits their model capacity of handling complex expressions. In addition, we observed training instability of IMAvatar on the captured data, converging to oversmooth results. NerFACE [15] works relatively well on data with easy expressions (i.e., common talking heads in Subject 4), but struggles on our challenging data and estimates incorrect geometry (e.g., distorted head for Subject 3) and blurry rendering. In contrast, our method gives superior results on all the aspects discussed above. Tab. 1 further quantitatively confirms the good rendering quality of our method.

4.3. Driving the Avatar

After training, the learned avatar model can be driven by the same subject under different capture conditions, e.g. hair
4.4. Ablation Study: Expression Features

Learning good local features is crucial for improving model capacity and capturing high frequency details, without losing the regularization from 3DMM (Sec. 3.2). We investigate and compare three alternative approaches and our two model variations for feature learning:

**Static Features.** We use frame-shared (hence expression-shared) vertex features \( \{z^j_i\} \). As shown in Fig. 7, the expression-shared features struggle to capture strong expression-dependent variations, leading to incorrect geometry (e.g., incorrect cheek silhouette), blurry details (e.g., teeth), and inferior LPIPS scores in Tab. 2.

**3DMM Codes.** We extend **Static Features** by directly concatenating 3DMM expression and pose codes \( \{\psi_i, \theta_i\} \) to the vertex features \( \{z^j_i\} \). This allows the model to have more capacity to capture expression-dependent variations. Although median-level expression characteristics are recognizable (e.g., cheek silhouette in Fig. 7), the results are even blurrier for components less dependent on expressions such as hairs, possibly due to the limited model capacity of shallow MLPs without spatial context.

**3DMM Codes MLP.** To further increase the model capacity, we use a more sophisticated MLP architecture inspired from Zheng et al. [54], which is a MLP-based conditional Variational AutoEncoder (cVAE), to predict the expression-dependent vertex features \( \{z^j_i\} \) from the 3DMM expression and pose codes \( \{\psi_i, \theta_i\} \). More specifically, the cVAE is conditioned on 3DMM codes and vertex coordinates on neutral face mesh \( V_{neutral} \). Then, the cVAE encodes the frame index into a latent code and decodes it into the vertex features \( \{z^j_i\} \). Although the overall sharpness of results is improved (e.g., glasses and hair in Fig. 7), this model still produces blurry details such as teeth, eyes, and wrinkles. Tab. 2 further confirms that this more sophisticated MLP architecture still produces inferior results compared to CNN-based methods **Ours-C** and **Ours-D**.

**Ours-C vs. Ours-D.** By replacing MLPs with CNNs in UV space (Please refer to Sec. 3.2 for more details), both variations of **Ours** achieve superior rendering quality than MLP-based baselines, as shown in Fig. 7. Moreover, we find that **Ours-D** is more robust to expressions that are outside the training distribution compared to **Ours-C** (See Fig. 6). To further investigate the model robustness to out-of-training expressions, we train **Ours-C** and **Ours-D** with the first 50% of training frames, to simulate the scenario with less expression coverage during training. As shown in Tab. 2 and Fig. 6, **Ours-D** degrades less than **Ours-C**, indicating enhanced robustness.

### Robustness to Expression Extrapolation

We qualitatively test our method on expression extrapolation setting by artificially manipulating the expression code for a given test frame. In particular, we double the value of the expression code and compare the results with

<table>
<thead>
<tr>
<th>Subject0</th>
<th>Subject1</th>
<th>Subject2</th>
<th>Subject3</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Full Training Data</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Static Features</td>
<td>0.1539</td>
<td>0.1386</td>
<td>0.1552</td>
</tr>
<tr>
<td>3DMM Codes</td>
<td>0.1599</td>
<td>0.1620</td>
<td>0.1746</td>
</tr>
<tr>
<td>3DMM Codes MLP</td>
<td>0.1568</td>
<td>0.1551</td>
<td>0.1505</td>
</tr>
<tr>
<td><strong>Ours-C</strong></td>
<td><strong>0.1417</strong></td>
<td><strong>0.1457</strong></td>
<td><strong>0.1383</strong></td>
</tr>
<tr>
<td><strong>Ours-D</strong></td>
<td>0.1439</td>
<td>0.1523</td>
<td>0.1415</td>
</tr>
</tbody>
</table>

**Table 2.** Quantitative ablations with baselines in LPIPS scores (lower is better). **Bold** denotes the best while underline denotes the second best.
Figure 7. Comparison between different designs for local vertex feature learning. See Sec. 4.4 for more details. “Static feature” struggles on capturing personalized expressions. “3DMM Codes” improves the personalization but suffers from overall blurriness. “3DMM Codes MLP” further improves the sharpness, but still cannot present the details. Overall, our convolution-based methods lead to superior renderings on areas such as cheek silhouette, glasses frames and reflections, and teeth.

Figure 8. Expression extrapolation results and comparisons. Compared to other work, our method performs well on extreme and out-of-training expression.

prior works. As shown in Fig. 8, NHA [17] gives reasonable expression extrapolation results for both geometry and appearance. However, it cannot faithfully capture the out-of-3DMM details when compared to the ground truth. IMAvatar [53] gives reasonable geometry for extrapolation, but struggles to produce sharp extrapolated appearances. NerFACE [15] fails in producing reasonable renderings. In contrast, our method not only faithfully captures out-of-3DMM details, but also generalizes to extrapolated expressions.

5. Discussion

In this work, we presented a framework to learn high-quality controllable 3D head avatars from monocular RGB videos. The core of our method is a 3DMM-anchored neural radiance field decoded from features attached on 3DMM vertices. The vertex features can be either predicted from 3DMM expression and pose codes, or vertex displacements, via CNNs in UV space, where the former favors quality and the latter favors robustness. We experimentally demonstrate that it is possible to learn high-quality avatars with faithful, highly non-rigid expression deformations purely from monocular RGB videos, leading to a superior rendering quality of our method compared to other approaches.

Limitations. Compared to the state-of-the-art approaches, our proposed framework learns portrait avatars with superior rendering quality. Nevertheless, our method still inherits the disadvantages of NeRF [30] on time-consuming subject-specific training and slow rendering. Our method relies on the expression space of a 3DMM, thus cannot capture components that are completely missing in the 3DMM, such as the tongue. Moreover, extending our method to include the upper body or integrating into full body avatars are also interesting future directions.

Ethical Considerations. The rapid progress on avatar synthesis facilitates numerous downstream applications, but also raises concerns on ethical misuses. On the synthesis side, it would be ideal to actively use watermarking and avoid driving avatars with different identities. On the viewing side, forgery detection [2, 25, 35, 36, 41] is an active research field with promising progress. However, it is still hard to guarantee reliable detection of fake visual materials at the current stage. Encouraging the use of cryptographical signatures may also be a potential solution to ensure the authenticity of visual material.
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