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#### Abstract

Optimal transport (OT) has become exceedingly popular in machine learning, data science, and computer vision. The core assumption in the OT problem is the equal total amount of mass in source and target measures, which limits its application. Optimal Partial Transport (OPT) is a recently proposed solution to this limitation. Similar to the OT problem, the computation of OPT relies on solving a linear programming problem (often in high dimensions), which can become computationally prohibitive. In this paper, we propose an efficient algorithm for calculating the OPT problem between two non-negative measures in one dimension. Next, following the idea of sliced OT distances, we utilize slicing to define the Sliced OPT distance. Finally, we demonstrate the computational and accuracy benefits of the Sliced OPT-based method in various numerical experiments. In particular, we show an application of our proposed Sliced OPT problem in noisy point cloud registration and color adaptation. Our code is available at Github Link.


## 1. Introduction

The Optimal Transport (OT) problem studies how to find the most cost-efficient way to transport one probability measure to another, and it gives rise to popular probability metrics like the Wasserstein distance. OT has attracted abundant attention in data science, statistics, machine learning, signal processing, and computer vision [1,12, 13, 21, 24, 31, 37, 39, 47, 49]

A core assumption in the OT problem is the equal total amount of mass in the source and target measures (e.g., probability measures). Many practical problems, however, deal with comparing non-negative measures with varying total amounts of mass, e.g., shape analysis [9, 46], domain adaptation [17], color transfer [10]. In addition, OT

[^0]distances are often not robust to outliers and noise, as transporting outliers could be prohibitively expensive and might compromise the distance estimation. To address these issues, many variants of the OT problem have been recently proposed, for example, the optimal partial transport (OPT) problem [6, 18, 19], the Hellinger-Kantorovich distance [9, 36], unnormalized optimal transport [22], and Kantorovich-Rubinstein norm [25,35]. These variants were subsequently unified under the name "unbalanced optimal transport" $[11,36]$.

The computational complexity of linear programming for balanced and partial OT problems is often a bottleneck for solving large-scale problems. Different approaches have been developed to address this issue. For instance, by entropic regularization, the problem becomes strictly convex and can be solved with the celebrated Sinkhorn-Knopp algorithm [ 14,45 ] which has been extended to the unbalanced setting [10]. This approach can still be computationally expensive for small regularization levels. Other strategies exploit specific properties of ground costs. For example, if the ground cost is determined by the unique path on a tree, the problem can be efficiently solved in the balanced [ 33,41 ] and the unbalanced setting [44]. In particular, balanced 1dimensional transport problems with convex ground costs can be solved by the northwest corner rule, which essentially amounts to sorting the support points of the two input measures.

Based on this, another popular method is the sliced OT approach [5, 30, 43], which assumes the ground cost is consistent with the Euclidean distance (in 1-dimensional space). Furthermore, it has been shown $[30,32,44]$ that the OT distance in Euclidean space can be approximated by the OT distance in 1-dimensional Euclidean space. Inspired by these works, in this paper, we propose the sliced version of OPT and an efficient computational algorithm for empirical distributions with uniform weights, i.e., measures of the form $\sum_{i=1}^{n} \delta_{x_{i}}$, where $\delta_{x}$ is the Dirac measure. Our contributions in this paper can be summarized as follows:

- We propose a primal-dual algorithm for 1-dimensional

OPT with a quadratic worst-case time complexity and linear or quadratic complexity in practice.

- In $d$-dimensional space, we propose the Sliced-OPT (SOPT) distance. Similar to the sliced OT distance, we prove that it satisfies the metric axioms and propose a computational method based on our 1-dimensional OPT problem solver.
- We demonstrate an application of SOPT in point cloud registration by proposing a SOPT variant of the iterative closest point (ICP) algorithm. Our approach is robust against noise. Also, we apply SOPT to a color adaptation problem (see the supplementary material).


## 2. Related Work

Linear programming. In the discrete case, the Kantorovich formulation [27] of OT problem is a (highdimensional) linear program [28]. As shown in [6], OPT can be formulated as a balanced OT problem by introducing reservoir points, thus it could also be solved by linear programming. However, the time complexity is prohibitive for large datasets.
Entropy Regularization. Entropic regularization approaches add the transport plan's entropy to the OT objective function and then apply the Sinkhorn-Knopp algorithm $[14,45]$. The algorithm can be extended to the large-scale stochastic [23] and unbalanced setting [2,10]. For moderate regularization these algorithms converge fast, however, there is a trade-off between accuracy versus stability and convergence speed for small regularization.
Sliced OT. Sliced OT techniques [5,30, 32, 38, 43] rely on the closed-form solution for the balanced OT map in 1-dimensional Euclidean settings, i.e., the increasing rearrangement function given by the north-west corner rule. The main idea behind these methods is to calculate the expected OT distance between the 1-dimensional marginal distributions (i.e., slices) of two $d$-dimensional distributions. The expectation is numerically approximated via a Monte Carlo integration scheme. Other extensions of these distances include the generalized and the max-sliced Wasserstein distances [15, 29]. In the unbalanced setting, and for a particular case of OPT, [4] propose a fast (primal) algorithm, which has quadratic worst-case time complexity, and often linear complexity in practice. In particular, Bonneel et al. [4] assume that all the mass in the source measure must be transported to the target measure, i.e., no mass destruction happens in the source measure.
Other computational methods. When the transportation cost is a metric, network flow methods $[25,40]$ can be applied. For metrics on trees, an efficient algorithm based on dynamic programming with time complexity $\mathcal{O}\left(n \log ^{2} n\right)$ is proposed in [44]. However, in high dimensions existence
(and identification) of an appropriate metric tree remains challenging.

## 3. Background of Optimal (Partial) Transport

We first review the preliminary concepts of the OT and the OPT problems. In what follows, given $\Omega \subset \mathbb{R}^{d}, p \geq 1$, we denote by $\mathcal{P}(\Omega)$ the set of Borel probability measures and by $\mathcal{P}_{p}(\Omega)$ the set of probability measures with finite $p$ 'th moment defined on a metric space $(\Omega, d)$.
Optimal transport. Given $\mu, \nu \in \mathcal{P}(\Omega)$, and a lower semicontinuous function $c: \Omega^{2} \rightarrow \mathbb{R}_{+}$, the OT problem between $\mu$ and $\nu$ in the Kantorovich formulation [27], is defined as:

$$
\begin{equation*}
\mathrm{OT}(\mu, \nu):=\inf _{\gamma \in \Gamma(\mu, \nu)} \int_{\Omega^{2}} c(x, y) \mathrm{d} \gamma(x, y) \tag{1}
\end{equation*}
$$

where $\Gamma(\mu, \nu)$ is the set of all joint probability measures whose marginal are $\mu$ and $\nu$. Mathematically, we denote as $\pi_{1 \#} \gamma=\mu, \pi_{2 \#} \gamma=\nu$, where $\pi_{1}, \pi_{2}$ are canonical projection maps, and for any (measurable) function $f: \Omega^{2} \rightarrow \Omega$, $f_{\#} \gamma$ is the push-forward measure defined as $f_{\#} \gamma(A)=$ $\gamma\left(f^{-1}(A)\right)$ for any Borel set $A \subset \Omega$. When $c(x, y)$ is the $p$-th power of a metric, the $p$-th root of the induced optimal value is the Wasserstein distance, a metric in $\mathcal{P}_{p}(\Omega)$.
Optimal Partial Transport. The OPT problem, in addition to mass transportation, allows mass destruction on the source and mass creation on the target. Here the mass destruction and creation penalty will be linear. Let $\mathcal{M}_{+}(\Omega)$ denote the set of all positive Radon measures defined on $\Omega$, suppose $\mu, \nu \in \mathcal{M}_{+}(\Omega)$, and $\lambda_{1}, \lambda_{2} \geq 0$, the OPT problem is:

$$
\begin{align*}
& \operatorname{OPT}_{\lambda_{1}, \lambda_{2}}(\mu, \nu):=\inf _{\substack{\gamma \in \mathcal{M}_{+}\left(\Omega^{2}\right) \\
\pi_{1 \#} \gamma \leq \mu, \pi_{2 \#} \gamma \leq \nu}} \int c(x, y) \mathrm{d} \gamma  \tag{2}\\
& +\lambda_{1}\left(\mu(\Omega)-\pi_{1 \#} \gamma(\Omega)\right)+\lambda_{2}\left(\nu(\Omega)-\pi_{2 \#} \gamma(\Omega)\right)
\end{align*}
$$

where the notation $\pi_{1 \#} \gamma \leq \mu$ denotes that for any Borel set $A \subseteq \Omega, \pi_{1 \#} \gamma(A) \leq \mu(A)$, and we say $\pi_{1 \#} \gamma$ is dominated by $\mu$, analogously for $\pi_{2 \#} \gamma \leq \nu$; the notation $\mu(\Omega)$ denotes the total mass of measure $\mu$. We denote the set of such $\gamma$ by $\Gamma_{\leq}(\mu, \nu)$. When the transportation cost $c(x, y)$ is a metric, and $\lambda_{1}=\lambda_{2}, \operatorname{OPT}(\cdot, \cdot)$ defines a metric on $\mathcal{M}_{+}(\Omega)$ (see [11, Proposition 2.10], [42, Proposition 5], [34, Section 2.1] and [7, Theorem 4]). For finite $\lambda_{1}$ and $\lambda_{2}$ let $\lambda=$ $\frac{\lambda_{1}+\lambda_{2}}{2}$ and define:

$$
\begin{align*}
\operatorname{OPT}_{\lambda}(\mu, \nu): & :=\operatorname{OPT}_{\lambda, \lambda}(\mu, \nu)  \tag{3}\\
& =\operatorname{OPT}_{\lambda_{1}, \lambda_{2}}(\mu, \nu)-K_{\lambda_{1}, \lambda_{2}}(\mu, \nu)
\end{align*}
$$

where,

$$
K_{\lambda_{1}, \lambda_{2}}(\mu, \nu)=\frac{\lambda_{1}-\lambda_{2}}{2} \mu(\Omega)+\frac{\lambda_{2}-\lambda_{1}}{2} \nu(\Omega)
$$

Since for fixed $\mu$ and $\nu, K_{\lambda_{1}, \lambda_{2}}$ is a constant, then without loss of generality, in the rest of the paper, we only consider $\mathrm{OPT}_{\lambda}(\mu, \nu)$. The case where $\lambda_{i}$ 's are not finite is discussed in Section 4.1.

Various equivalent formulations of OPT (3) have appeared in prior work, e.g., $[18,19,42]$, which were later unified as a special case of unbalanced OT [11,36]. We provide a short summary of these formulations and their relationship with unbalanced OT in the supplementary material. OPT has several desirable theoretical properties. For instance, by [42, Proposition 5], minimizing $\gamma$ exists and they are concentrated on $c$-cyclical monotone sets. More concretely, we have the following proposition.

Proposition 3.1. Let $\gamma^{*}$ be a minimizer in (3), then the support of $\gamma^{*}$ satisfies the $c$-cyclical monotonicity property: for any $n \in \mathbb{N}$, any $\left\{\left(x_{i}, y_{i}\right)\right\}_{i=1}^{n} \subset \operatorname{supp}\left(\gamma^{*}\right)$ and any permutation $\sigma:[1: n] \rightarrow[1: n]$ we have

$$
\sum_{i=1}^{n} c\left(x_{i}, y_{i}\right) \leq \sum_{i=1}^{n} c\left(x_{i}, y_{\sigma(i)}\right)
$$

In particular, in one dimension, for $c(x, y)=f(|x-y|)$ where $f: \mathbb{R} \rightarrow \mathbb{R}_{+}$is an increasing and convex function, c-cyclical monotonicity is equivalent to

$$
\begin{aligned}
& \left(x_{1}, y_{1}\right),\left(x_{2}, y_{2}\right) \in \operatorname{supp}\left(\gamma^{*}\right) \\
& \Rightarrow\left[x_{1} \leq x_{2} \text { and } y_{1} \leq y_{2}\right] \text { or }\left[x_{1} \geq x_{2} \text { and } y_{1} \geq y_{2}\right]
\end{aligned}
$$

See the supplementary material for proof. To further simplify (3), we show in the following lemma that the support of the optimal $\gamma$ does not contain pairs of $(x, y)$ whose cost exceeds $\lambda$.

Lemma 3.2. There exists an optimal $\gamma^{*}$ for (3) such that $\gamma^{*}(S)=0$ where $S=\{(x, y): c(x, y) \geq 2 \lambda\}$.

## 4. Empirical Optimal Partial Transport

In $\mathbb{R}^{d}$, suppose $\mu, \nu$ are $n$ and $m$-size empirical distributions, i.e., $\mu=\sum_{i=1}^{n} \delta_{x_{i}}$ and $\nu=\sum_{j=1}^{m} \delta_{y_{j}}$. The OPT problem (3), denoted as $\operatorname{OPT}\left(\left\{x_{i}\right\}_{i=1}^{n},\left\{y_{j}\right\}_{j=1}^{m}\right)$ can be written as

$$
\begin{gather*}
\operatorname{OPT}\left(\left\{x_{i}\right\}_{i=1}^{n},\left\{y_{j}\right\}_{j=1}^{m}\right):=\min _{\gamma \in \Gamma_{\leq}(\mu, \nu)} \sum_{i, j} c\left(x_{i}, y_{j}\right) \gamma_{i j} \\
+\lambda\left(n+m-2 \sum_{i, j} \gamma_{i j}\right) \tag{4}
\end{gather*}
$$

where

$$
\Gamma_{\leq}(\mu, \nu):=\left\{\gamma \in \mathbb{R}_{+}^{n \times m}: \gamma 1_{m} \leq 1_{n}, \gamma^{T} 1_{n} \leq 1_{m}\right\},{ }^{1}
$$

[^1]and $1_{n}$ denotes the $n \times 1$ vector whose entries are 1 and analogously for $1_{m}$. We show that the optimal plan $\gamma$ for the empirical OPT problem is induced by a 1-1 mapping. A similar result is known for continuous measures $\mu$ and $\nu$, see [18, Proposition 2.4 and Theorem 2.6].

Theorem 4.1. There exists an optimal plan for $\operatorname{OPT}\left(\left\{x_{i}\right\}_{i=1}^{n},\left\{y_{j}\right\}_{j=1}^{m}\right)$, which is induced by a 1-1 mapping, i.e., $\gamma_{i j} \in\{0,1\}, \forall i, j$ and in each row and column, at most one entry of $\gamma$ is 1 .

Combining this theorem and the cyclic monotonicity of 1D OPT, we can restrict the optimal mapping to strictly increasing maps.

Corollary 4.2. For $\left\{x_{i}\right\}_{i=1}^{n},\left\{y_{j}\right\}_{j=1}^{m}$ sorted point lists in $\mathbb{R}$, and a cost function $c(x, y)=h(x-y)$ where $h:$ $\mathbb{R} \rightarrow \mathbb{R}$ is strictly convex, the empirical OPT problem $\operatorname{OPT}\left(\left\{x_{i}\right\}_{i=1}^{n},\left\{y_{j}\right\}_{j=1}^{m}\right)$ can be further simplified to

$$
\begin{equation*}
\operatorname{OPT}\left(\left\{x_{i}\right\}_{i=1}^{n},\left\{y_{j}\right\}_{j=1}^{m}\right):=\min _{L} C(L) \tag{5}
\end{equation*}
$$

where
$C(L):=\sum_{i \in \operatorname{dom}(L)} c\left(x_{i}, y_{L[i]}\right)+\lambda(n+m-2|\operatorname{dom}(L)|)$,
and $L:[1: n] \rightarrow\{-1\} \cup[1: m], \operatorname{dom}(L):=\{i:$ $L[i] \neq-1\},|\operatorname{dom}(L)|$ is the cardinality of the set dom $(L)$, $L_{\mid \operatorname{dom}(L)}:[1: n] \hookrightarrow[1: m]$ is a strictly increasing mapping. ${ }^{2}$

For convenience, we call any mapping $L:[1: n] \rightarrow$ $\{-1\} \cup[1: m]$ a "transportation plan" (or "plan" for short). Furthermore, since $L$ can be represented by a vector, we do not distinguish $L(i), L[i]$ and $L_{i}$. Of course, there is a bijection between admissible $L$ and $\gamma$ and we use this equivalence implicitly in the sequel.

Importantly, the OPT problem is a convex optimisation problem and therefore has a dual form which is given by the following proposition.

Proposition 4.3. The primal problem (4) admits the dual form

$$
\sup _{\substack{\Phi \in \mathbb{R}^{n}, \Psi \in \mathbb{R}^{m} \\ \Phi_{i}+\Psi_{j} \leq c\left(x_{i}, y_{j}\right) \forall i, j}} \sum_{i=1}^{n} \min \left\{\Phi_{i}, \lambda\right\}+\sum_{j=1}^{m} \min \left\{\Psi_{j}, \lambda\right\} .
$$

Moreover, the following are necessary and sufficient conditions for $\gamma \in \Gamma_{\leq}(\mu, \nu), \Phi \in \mathbb{R}^{n}$ and $\Psi \in \mathbb{R}^{m}$

[^2]to be optimal for the primal and dual problems:
\[

$$
\begin{aligned}
& \Phi_{i}+\Psi_{j}=c\left(x_{i}, y_{j}\right), \forall\left(x_{i}, y_{j}\right) \in \operatorname{supp}(\gamma) \\
& \Phi_{i}<\lambda \Rightarrow\left[\pi_{1 \#} \gamma\right]_{i}=1 \\
& \Phi_{i}=\lambda \Rightarrow\left[\pi_{1 \#} \gamma\right]_{i} \in[0,1]
\end{aligned}
$$\left|$$
\begin{array}{l}
\Psi_{j}<\lambda \Rightarrow\left[\pi_{2 \#} \gamma\right]_{j}=1 \\
\Psi_{j}=\lambda \Rightarrow\left[\pi_{2 \#} \gamma\right]_{j} \in[0,1] \\
\Phi_{i}>\lambda \Rightarrow\left[\pi_{1 \#} \gamma\right]_{i}=0
\end{array}
$$\right| $$
\begin{aligned}
& \Psi_{i}>\lambda \Rightarrow\left[\pi_{2 \#} \gamma\right]_{j}=0
\end{aligned}
$$
\]

### 4.1. A Polynomial Time Algorithm

Our algorithm finds the solutions $\gamma, \Phi$, and $\Psi$ to the primal-dual optimality conditions given in Proposition 4.3. We assume that, at iteration $k$, we have solved $\operatorname{OPT}\left(\left\{x_{i}\right\}_{i=1}^{k-1},\left\{y_{j}\right\}_{j=1}^{m}\right)$ in the previous iteration (stored in $L[1: k-1]$ ) and we now proceed to solve $\operatorname{OPT}\left(\left\{x_{i}\right\}_{i=1}^{k},\left\{y_{j}\right\}_{j=1}^{m}\right)$ in the current iteration. Recall that we assume that $\left\{x_{i}\right\}_{i=1}^{n}$ and $\left\{y_{j}\right\}_{j=1}^{m}$ are sorted and that $L[i]$ is the index determining the transport of mass from $x_{i}$, i.e., if $L[i] \neq-1$ then $x_{i}$ is associated to $y_{L[i]}$. For simplicity we assume for now that all points in $\left\{x_{i}\right\}_{i=1}^{n}$ are distinct, and likewise for $\left\{y_{j}\right\}_{j=1}^{m}$. Duplicate points can be handled properly with some minor additional steps (see supplementary material). Let $j^{*}$ be the index of the most attractive $\left\{y_{j}\right\}_{j=1}^{m}$ for the new point $x_{k}$ under consideration of the dual variables, i.e., $j^{*}=\operatorname{argmin}_{j \in[1: m]} c\left(x_{k}, y_{j}\right)-\Psi_{j}$ and set $\Phi_{k}=\min \left\{c\left(x_{k}, y_{j^{*}}\right)-\Psi_{j^{*}}, \lambda\right\}$ so that $\Phi_{k}$ is the largest possible value satisfying the dual constraints, but no greater than $\lambda$ since at this point the dual objective becomes flat. We now distinguish three cases:

Case 1: If $\Phi_{k}=\lambda$, then destroying $x_{k}$ is the most efficient action, i.e., we set $L[k]=-1$ and proceed to $k+1$.

Case 2: If $\Phi_{k}<\lambda$ and $y_{j^{*}}$ is unassigned, then we set $L[k]=j^{*}$ and we can proceed to $k+1$.

Case 3: If $\Phi_{k}<\lambda$ and $y_{j^{*}}$ is already assigned, we must resolve the conflict between $x_{k}$ and the element currently assigned to $y_{j *}$. This will be done by a sub-algorithm.
It is easy to see that in the first two cases, if $L$ (or $\gamma$ ), $\Phi$ and $\Psi$ satisfy the primal-dual conditions of Proposition 4.3 up until $k-1$, they will now satisfy them up until $k$. Let us now study the third case in more detail.

One finds that if $y_{j^{*}}$ is already assigned, then it must be to $x_{k-1}$ (proof in supplementary material). We now increase $\Phi_{i}$ for $i \in[k-1: k]$ while decreasing $\Psi_{j^{*}}$ (at the same rate) until one of the following cases occurs:

Case 3.1: Either $\Phi_{k-1}$ or $\Phi_{k}$ reaches $\lambda$. In this case, the corresponding $x$ becomes unassigned and the other becomes (or remains) assigned to $j^{*}$. The conflict is resolved and we proceed to solve the problem for $k+1$.

Case 3.2: One reaches the point where $\Phi_{k}+\Psi_{j^{*}+1}=$ $c\left(x_{k}, y_{j^{*}+1}\right)$. In this case, $x_{k}$ becomes assigned to $y_{j^{*}+1}$, the conflict is resolved and we move to $k+1$.

Case 3.3a: One reaches the point where $\Phi_{k-1}+\Psi_{j^{*}-1}=$ $c\left(x_{k-1}, y_{j^{*}-1}\right)$. If $y_{j^{*}-1}$ is unassigned, we assign $x_{k-1}$ to $y_{j^{*}-1}, x_{k}$ to $y_{j^{*}}$. The conflict is resolved and we move on.

Case 3.3b: In the remaining case where $y_{j^{*}-1}$ is already assigned, we will show that it must be to $x_{k-2}$. This means that the set of points involved in the conflict increases and we must perform a slight generalization of the above case 3 iteration until eventually one of the other cases occurs.

At each iteration we consider a contiguous set of $\left\{x_{i}\right\}_{i=i_{\text {min }}}^{k-1}$ assigned monotonously to contiguous $\left\{y_{j}\right\}_{j=j_{\text {min }}}^{j^{*}}$, where $i_{\text {min }}$ is initially set $i_{\text {min }}=k-1$ and $j_{\text {min }}$ is the index of $y_{j}$ that has been assigned to $x_{i_{\min }}$ (i.e., $j_{\min }=j^{*}$ ), and the additional point $x_{k}$. We increase $\Phi_{i}$ for $i \in\left[i_{\min }\right.$ : $k]$ and decrease $\Psi_{j}$ for $j \in\left[j_{\min }: j^{*}\right]$, until either $\Phi_{k^{\prime}}$ becomes equal to $\lambda$ for some $k^{\prime} \in\left[i_{\min }: k+1\right]$ (Case 3.1), $\Phi_{k}+\Psi_{j^{*}+1}=c\left(x_{k}, y_{j^{*}+1}\right)$ (Case 3.2) or $\Phi_{i_{\text {min }}}+\Psi_{j_{\text {min }}-1}=c\left(x_{i_{\text {min }}}, y_{j_{\text {min }}-1}\right)$ (Case 3.3). In Cases 3.1 and 3.2 the conflict can be resolved in an obvious way. The same holds for Case 3.3, when $y_{j_{\text {min }}-1}$ is unassigned (Case 3.3a). Otherwise (Case 3.3b), one adds one more assigned pair to the chain and restarts the loop with the pair $\left(x_{i_{\text {min }}-1}, y_{j_{\text {min }}-1}\right)$ added to the chain. Of course, trivial adaptations have to be made to account for boundary effects, e.g., Case 3.2 cannot occur if $j^{*}=m$ etcetera. A pseudocode description of the method is given by Algorithms 1 and 2, and a visual illustration of these algorithms is provided in Figure 1. Note that for the sake of legibility, we make some simplifications, e.g., boundary checks are ignored (see above), and we do not specify how to keep track of whether $j^{*}$ is assigned or not. Also, updating the dual variables at each iteration of the sub-routine yields a cubic worst-case time complexity, but is easier to understand. A complete version of the algorithm with all checks, appropriate data structures, and quadratic complexity is given in the supplementary material. There we also prove the following claim:

Theorem 4.4. Algorithm 1 is correct, i.e., it is well-defined and returns optimal primal and dual solutions $L$ and $(\Phi, \Psi)$ to the 1-dimensional OPT problem for sorted $\left\{x_{i}\right\}_{i=1}^{n}$, $\left\{y_{j}\right\}_{j=1}^{m}$. A slight adaptation of the algorithm (given in the supplementary material) has a worst-case time complexity of $O(n \max \{m, n\})$.

The algorithm can be adjusted to the case where $\lambda_{1}=\infty$ by setting all instances of $\lambda$ in Algorithms 1 and 2 to $+\infty$ except for the initialization of $\Psi$. This means that cases 1 and 3.1 never occur. The algorithm then reduces to a primaldual version of that given in [4]. If $\lambda_{2}=\infty$, then one simply flips the two marginals and proceeds as for $\lambda_{1}=\infty$.


Figure 1. Depiction of Algorithms 1 and 2 for solving the optimal partial transport in one dimension.

```
Algorithm 1: opt-1d
    Input: \(\left\{x_{i}\right\}_{i=1}^{n},\left\{y_{j}\right\}_{j=1}^{m}, \lambda\)
    Output: \(L, \Psi, \Phi\)
    Initialize \(\Phi_{i} \leftarrow-\infty\) for \(i \in[1: n], \Psi_{j} \leftarrow \lambda\) for
    \(j \in[1: m]\) and \(L_{i} \leftarrow-1\) for \(i \in[1: n]\)
    for \(k=1,2, \ldots n\) do
        \(j^{*} \leftarrow \operatorname{argmin}_{j \in[1: m]} c\left(x_{k}, y_{j}\right)-\Psi_{j}\)
        \(\Phi_{k} \leftarrow \min \left\{c\left(x_{k}, y_{j^{*}}\right)-\Psi_{j^{*}}, \lambda\right\}\)
        if \(\Phi_{k}=\lambda\) then
```

            [Case 1] No update on \(L\)
        else if \(j^{*}\) unassigned then
            [Case 2] \(L_{k} \leftarrow j^{*}\)
        else
    [Case 3] Run Algorithm 2.

### 4.2. Runtime Analysis

We test the wall clock time by sampling the point lists from uniform distributions and Gaussian mixtures. In particular, we set $\left\{x_{i}\right\}_{i=1}^{n} \stackrel{\text { iid }}{\sim} \operatorname{Unif}[-20,20]$, $\left\{y_{j}\right\}_{j=1}^{m} \stackrel{\text { iid }}{\sim} \operatorname{Unif}[-40,40], \lambda \in\{20,100\}$ and $\left\{x_{i}\right\}_{i=1}^{n} \stackrel{\text { iid }}{\sim}$ $\frac{1}{5} \sum_{k=1}^{5} \mathcal{N}(-4+2 k, 1),\left\{y_{j}\right\}_{j=1}^{m} \stackrel{\text { iid }}{\sim} \frac{1}{6} \sum_{k=1}^{6} \mathcal{N}(-5+$ $2 k, 1), \lambda \in\{2,10\}, n \in\{2000,2500, \ldots 10000\}$, and $m=n+1000$. We compare our algorithm with POT (Algorithm 1 in [4]), an unbalanced Sinkhorn algorithm [10] (we set the entropic regularization parameter to $\lambda / 40$ ), and linear programming in python $O T$ [20]. Our algorithm, POT, and Sinkhorn algorithm are accelerated by numba and linear programming is written in $\mathrm{C}++$. Note that POT [4] and the unbalanced Sinkhorn minimize a different model. In addition, for the latter, the performance depends strongly on
the strength of regularization and we found that it was not competitive in the regime of a low blur. For each $(n, m)$, we repeat the computation 10 times and compute the average. For our method and POT, the time of sorting is included, and for the linear programming and Sinkhorn algorithms, the time of computing the cost matrix is included. We also visualize our algorithm's solutions for $\left\{x_{i}\right\}_{i=1}^{n} \stackrel{\text { iid }}{\sim}$ $\operatorname{Unif}(-20,20),\left\{y_{j}\right\}_{j=1}^{m} \stackrel{\text { iid }}{\sim} \operatorname{Unif}(-40,40), n=8, m=16$ and $\lambda \in\{1,10,100,1000\}$ (see Figure 3). One can observe that as $\lambda$ increases, larger transportations are permitted. The data type is 64-bit float number, and the experiments are conducted on a Google Colab Pro+ virtual machine.

## 5. Sliced Optimal Partial Transport

In practice, data has multiple dimensions and the 1-D computational methods cannot be applied directly. In the balanced OT setting the sliced OT approach [5,29,30,32,43] applies the 1-D OT solver on projections (i.e., slices) of two r-dimensional distributions. Inspired by these works, we extend the sliced OT technique into the OPT setting and introduce the so-called "sliced-unbalanced optimal transport" problem.

Definition 5.1. In $\mathbb{R}^{d}$ space, given $\mu, \nu \in \mathcal{M}_{+}(\Omega)$ where $\Omega \subset \mathbb{R}^{d}$ and $\lambda: \mathbb{S}^{d-1} \rightarrow \mathbb{R}_{++}$is an $\mathrm{L}^{1}$ function, we define the sliced optimal partial transport (SOPT) problem as follows:

$$
\begin{equation*}
\operatorname{SOPT}_{\lambda}(\mu, \nu)=\int_{\mathbb{S}^{d-1}} \operatorname{OPT}_{\lambda(\theta)}\left(\langle\theta, \cdot\rangle_{\#} \mu,\langle\theta, \cdot\rangle_{\#} \nu\right) \mathrm{d} \sigma(\theta) \tag{6}
\end{equation*}
$$

where $\operatorname{OPT}_{\lambda}(\cdot, \cdot)$ is defined in (3), $\sigma \in \mathcal{P}\left(\mathbb{S}^{d-1}\right)$ is a probability measure such that $\operatorname{supp}(\sigma)=\mathbb{S}^{d-1}$.

```
Algorithm 2: sub-opt
    Input: \(\left(\left\{x_{i}\right\}_{i=1}^{n},\left\{y_{j}\right\}_{j=1}^{m}, k, j^{*}, L, \Phi, \Psi\right)\)
    Output: (Updated \(L, \Phi, \Psi\), optimal for
                \(\left.\operatorname{OPT}\left(\left\{x_{i}\right\}_{i=1}^{k},\left\{y_{j}\right\}_{j=1}^{m}\right)\right)\)
    Initialize \(i_{\text {min }} \leftarrow k-1, j_{\text {min }} \leftarrow j^{*}\).
    while true do
        \(i_{\Delta} \leftarrow \operatorname{argmin}_{i \in\left[i_{\text {min }}: k\right]}\left(\lambda-\Phi_{i}\right)\)
        \(\lambda_{\Delta} \leftarrow \lambda-\Phi_{i_{\Delta}}\)
        \(\alpha \leftarrow c\left(x_{k}, y_{j^{*}+1}\right)-\Phi_{k}-\Psi_{j^{*}+1}\)
        \(\beta \leftarrow c\left(x_{i_{\text {min }}}, y_{j_{\text {min }}-1}\right)-\Phi_{i_{\text {min }}}-\Psi_{j_{\text {min }}-1}\)
        if \(\lambda_{\Delta} \leq \min \{\alpha, \beta\}\) then
            [Case 3.1]
            \(\Phi_{i} \leftarrow \Phi_{i}+\lambda_{\Delta}\) for \(i \in\left[i_{\text {min }}: k+1\right]\)
            \(\Psi_{j} \leftarrow \Psi_{j}-\lambda_{\Delta}\) for \(j \in\left[j_{\text {min }}: j^{*}\right]\)
            \(L_{i_{\Delta}} \leftarrow-1, L_{k} \leftarrow j^{*}\)
            for \(i \in\left[i_{\Delta}+1: k-1\right]\) do
                    \(L_{i} \leftarrow L_{i}-1\)
            return
        else if \(\alpha \leq \min \left\{\lambda_{\text {diff }}, \beta\right\}\) then
            [Case 3.2]
            \(\Phi_{i} \leftarrow \Phi_{i}+\alpha\) for \(i \in\left[i_{\text {min }}: k+1\right]\)
            \(\Psi_{j} \leftarrow \Psi_{j}-\alpha\) for \(j \in\left[j_{\text {min }}: j^{*}\right]\)
            \(L_{k} \leftarrow j^{*}+1\)
            return
        else
            \(\Phi_{i} \leftarrow \Phi_{i}+\beta\) for \(i \in\left[i_{\text {min }}: k+1\right]\)
            \(\Psi_{j} \leftarrow \Psi_{j}-\beta\) for \(j \in\left[j_{\text {min }}: j^{*}\right]\)
            if \(j_{\text {min }}-1\) unassigned then
                    [Case 3.3a]
                    \(L_{i_{\text {min }}} \leftarrow j_{\text {min }}-1, L_{k} \leftarrow j^{*}\)
                    for \(i \in\left[i_{\text {min }}+1: k-1\right]\) do
                        \(L_{i} \leftarrow L_{i}-1\)
            return
            else
                [Case 3.3b]
                    \(i_{\text {min }} \leftarrow i_{\text {min }}-1, j_{\text {min }} \leftarrow j_{\text {min }}-1\)
```

Generally, $\sigma$ is set to the uniform distribution on the unit ball $\mathbb{S}^{d-1}$. Whenever $\operatorname{supp}(\sigma)=\mathbb{S}^{d-1}, \operatorname{SOPT}_{\lambda}(\mu, \nu)$ defines a metric.

Theorem 5.2. Suppose $c: \mathbb{R} \times \mathbb{R} \rightarrow \mathbb{R}_{+}$is the $p$-th power of a metric on $\mathbb{R}$ where $p \in[1, \infty)$, and $\lambda \in \mathrm{L}^{1}\left(\mathbb{S}^{d-1} ; \mathbb{R}_{++}\right)$, then $\left(\operatorname{SOPT}_{\lambda}(\mu, \nu)\right)^{1 / p}$ is a metric in $\mathcal{M}_{+}(\Omega)$.

In practice, this integration is usually approximated using a Monte Carlo scheme that draws a finite number of i.i.d. samples $\left\{\theta_{l}\right\}_{l=1}^{N}$ from Unif( $\left.\mathbb{S}^{d-1}\right)$ and replaces the integral


Figure 2. We test the wall-clock time of our Algorithm 1, the partial OT solver (Algorithm 1 in [4]), the unbalanced Sinkhorn algorithm [10], and the linear programming solver in POT [20], which is written in $\mathrm{C}++$. The maximum number of iterations for linear programming and the Sinkhorn algorithm is set to $200 \ln (n) n$.


Figure 3. Output of the proposed algorithm for $\lambda \in$ $[1,10,100,1000]$ on a sample pair of measures.
with an empirical average:

$$
\operatorname{SOPT}_{\lambda}(\mu, \nu) \approx \frac{1}{N} \sum_{l=1}^{N} \operatorname{OPT}_{\lambda_{l}}\left(\left\langle\theta_{l}, \cdot\right\rangle_{\#} \mu,\left\langle\theta_{l}, \cdot\right\rangle_{\#} \nu\right) .
$$

|  | $\mathbf{1 0 k}, \mathbf{5 \%}$ | $\mathbf{1 0 k}, \mathbf{7 \%}$ | $\mathbf{9 k , 5 \%}$ | $\mathbf{9 k}, \mathbf{7 \%}$ |
| :--- | :---: | :---: | :---: | :---: |
| ICP-D | $1.10(1.59)$ | $3.60(0.11)$ | $1.65(1.13)$ | $2.04(2.28)$ |
| ICP-U | $3.72(0.53)$ | $3.72(0.52)$ | $3.69(0.63)$ | $3.92(0.32)$ |
| SPOT | $1.27(0.01)$ | $1.40(0.15)$ | $1.42(0.13)$ | $1.53(1.50)$ |
| Ours | $0.01(1 \mathrm{e}-3)$ | $0.02(2 \mathrm{e}-3)$ | $0.20(0.09)$ | $0.33(0.03)$ |

Table 1. We compute the mean (and variance, in parenthesis) of errors in the Frobenius norm between the ground truth and estimated transportation matrices for ICP(Du), ICP(Umeyama), SPOT, and our method. We vary the size of the source point cloud from 9 k to 10 k samples, the percentage of noise from $5 \%$ to $7 \%$ (on both source and target datasets).


Figure 4. We visualize the results of $\operatorname{ICP}(\mathrm{Du})$, SPOT and our method. In each image, the target point cloud is in green and the source point cloud is in orange.

## 6. Application: Point Cloud Registration

Point cloud registration is a transformation estimation problem between two point clouds, which is a critical problem in numerous computer vision applications [26,48]. In particular, given two 3-D point clouds, $x_{i} \sim \mu, i=1, \ldots, n$ and $y_{j} \sim \nu, j=1, \ldots, m$, one assumes there is an unknown mapping, $T$, that satisfies $\nu=T_{\#} \mu$. In many applications, the mapping $T$ is restricted to have the following form, $T x=s R x+\beta$, where $R$ is a $3 \times 3$ dimensional rotation matrix, $s>0$ is the scaling and $\beta$, called translation vector, is $3 \times 1$ vector. The goal is then to estimate the transform, $T$, based on the two point clouds.

The classic approach for solving this problem is Itera-
tive Closest Point Algorithms (ICP) introduced by [3, 8]. By [50]'s work, classical ICP can be extended into the uniformly scaled setting, with further developments by [16]. To address some issues of ICP methods (convergence to a local minimum, poor performance when the size of the two datasets are not equal), [4] proposed the Fast Iterative Sliced Transport algorithm (FIST) using sliced partial optimal transport (SPOT).
Problem setup and our method. We consider the uniform scaled point cloud registration problem and assume a subset of points in both the source and target point clouds are corrupted with additional uniformly distributed noise. We suppose prior knowledge of the proportion of noise is given (i.e., we have prior knowledge of a number of clean data).

In general, the registration problem can be iteratively solved, and each iteration contains two steps: estimating the correspondence and computing the optimal transform from corresponding points. The second step has a closedform solution. For the first step, the ICP method estimates the correspondence by finding the closest $y$ for each transformed $x$. Inspired by this work, we estimate the correspondence by using our SOPT solver. See the algorithm 3.

```
Algorithm 3: iterative-sopt
    Input: \(\left\{x_{i}\right\}_{i=1}^{n},\left\{y_{j}\right\}_{j=1}^{m}, n_{0}\) :the \# of clean \(x, N\) : \#
        of projections
    Output: \(R, s, \beta\)
    initialize \(R, s, \beta, \lambda\), sample \(\left\{\theta_{i}\right\}_{i=1}^{N} \subset \mathbb{S}^{2}\)
    for \(l=1, \ldots N\) do
        \(\hat{Y} \leftarrow s R X+\beta\)
        Compute transportation plan \(L\) of
        \(\mathrm{OPT}_{\lambda}\left(\theta_{l}^{T} \hat{Y}, \theta_{l}^{T} Y\right)\) by algorithm 1
        \(\forall i \in \operatorname{dom}(L), \hat{y}_{i} \leftarrow \hat{y}_{i}+\left(\theta_{l}^{T} y_{L[i]}-\theta_{l}^{T} \hat{y}_{i}\right) \theta\)
        Compute \(R, s, \beta\) from
            \((X[\operatorname{dom}(L)], \hat{Y}[\operatorname{dom}(L)])\) by ICP (e.g.,
        equations (39)-(42) in [50])
        If \(|\operatorname{dom}(L)|>n_{0}\), decrease \(\lambda\); otherwise,
        increase \(\lambda\).
```

Experiment. We illustrate our algorithm on different 3D point clouds, including Stanford Bunny, Stanford dragon, Witch-castle and Mumble Sitting. For each dataset, we generate transforms by uniformly sampling angles from $[-1 / 3 \pi, 1 / 3 \pi]$, translations from $[-2 s t d, 2 s t d]$, and scalings from $[0,2]$, where $s t d$ is the standard deviation of the dataset. Then we sample noise uniformly from the region $[-2 M, 2 M]^{3}$ where $M=\max _{i \in[1: n]}\left(\left\|x_{i}\right\|\right)$ and concatenate it to our point clouds. The number of points in the target (clean) data is fixed to be $10 k$ and we vary the number of points in the source (clean) data from $9 k$ to $10 k$, and the percentage of noise from $5 \%$ to $7 \%$.
Performance. For accuracy, we compute the average and

|  |  |  | ICP |  | SPOT |  | Ours |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Dataset(\%Noise) | Source | Target | Time/iter. | \# Iter. | Time/iter. | \# Iter. | Time/iter. | \# Iter. |
| Bunny (5\%) | $9 k$ | $10 k$ | $0.66 s$ | 50 | 10.9 s | 100 | 0.31s | 2000 |
| Bunny (7\%) | $10 k$ | $10 k$ | 0.76 s | 130 | 13.2 s | 100 | 0.35 s | 2000 |
| Dragon (5\%) | $9 k$ | $10 k$ | 0.66 s | 100 | $10.4 s$ | 100 | 0.31s | 2000 |
| Dragon (7\%) | $10 k$ | $10 k$ | 0.77 s | 100 | 13.1 s | 80 | 0.35 s | 1500 |
| Mumble (5\%) | $9 k$ | $10 k$ | 0.65 s | 100 | 10.78 s | 100 | 0.32 s | 2000 |
| Mumble (7\%) | $10 k$ | 10k | 0.78 s | 100 | 13.18 s | 80 | 0.36 s | 1500 |
| Castle (5\%) | $9 k$ | 10k | 0.66 s | 150 | 10.7 s | 100 | 0.31s | 2000 |
| Castle (7\%) | $10 k$ | $10 k$ | 0.76 s | 350 | 13.7 s | 80 | 0.35 s | 1800 |

Table 2. This table reports the data for our method in the shape registration experiment: the number of source and target distributions, the percentage of noise, the computation times per iteration, and the number of iterations they took to converge for ICP(Du), SPOT, and our method. The source point cloud is in orange color and the target is in blue color.
standard deviation of error defined by the Frobenius norm between the estimated transformation and the ground truth (see Table 1). For accuracy, we observe ICP methods systematically fail, since the nearest neighbor matching technique induces a non-injective correspondence, which may result in a too-small scaling factor. SPOT can successfully recover the rotation, but it fails to recover the scaling. Our method is the only one that recovers the ground truth for the noise-corrupted data (since it utilizes prior knowledge).

For the running time, ICP has the fastest convergence time, which is generally 100-260 seconds, since finding the correspondence by the closest neighbor can be done immediately after the cost matrix is computed. SPOT requires 1000-1300 seconds and our method requires 500-700 seconds. The data type is 32-bit float number and the experiment is conducted on a Linux computer with AMD EPYC 7702P CPU with 64 cores and 256GB DDR4 RAM.

Lastly, we provide additional experimental results on a different application, namely image color adaptation, in the supplementary material to demonstrate the generality of the proposed metric.

## 7. Conclusion and future work

This paper proposes a fast computational method for solving the OPT problem for one-dimensional discrete measures. We provide computational and wall-clock analysis experiments to assess our proposed algorithm's correctness and computational benefits. Then, utilizing onedimensional slices of an $r$-dimensional measure, we propose the "sliced optimal partial transport (SOPT)" distance. Beyond our theoretical and algorithmic contributions, we provide empirical evidence that SOPT is practical for largescale applications like point cloud registration and image color adaptation (see supplementary material). In point cloud registration, we show that compared with other classical methods, our SOPT-based approach adds robustness


Figure 5. We visualize the processed point cloud for every methods with respect to time. The dataset is Stanford dragon. In each image, the point cloud in orange is source and the point cloud in green color is the target.
when the source and target point clouds are corrupted by noise. In the future, we will investigate the potential applications of SOPT in other machine learning tasks such as open set domain adaptation problems and measuring task similarities in continual and curriculum learning.
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[^0]:    *These authors contributed equally to this work.

[^1]:    ${ }^{1}$ The rigorous notation should be $\Pi_{\leq}\left(1_{n}, 1_{m}\right)$. We would like to abuse the notation in order to simplify the presentation.

[^2]:    ${ }^{2}$ Here, mapping a point to $\{-1\}$ corresponds to destroying the point in the source, while unmatched points in the target are created. Hence, $L$ uniquely represents the partial transport, and $|\operatorname{dom}(L)|$ is the cardinality of $\operatorname{dom}(L)$.

