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Abstract

We present DejaVu, a novel framework which leverages conditional image regeneration as additional supervision during training to improve deep networks for dense prediction tasks such as segmentation, depth estimation, and surface normal prediction. First, we apply redaction to the input image, which removes certain structural information by sparse sampling or selective frequency removal. Next, we use a conditional regenerator, which takes the redacted image and the dense predictions as inputs, and reconstructs the original image by filling in the missing structural information. In the redacted image, structural attributes like boundaries are broken while semantic context is largely preserved. In order to make the regeneration feasible, the conditional generator will then require the structure information from the other input source, i.e., the dense predictions. As such, by including this conditional regeneration objective during training, DejaVu encourages the base network to learn to embed accurate scene structure in its dense prediction. This leads to more accurate predictions with clearer boundaries and better spatial consistency. When it is feasible to leverage additional computation, DejaVu can be extended to incorporate an attention-based regeneration module within the dense prediction network, which further improves accuracy. Through extensive experiments on multiple dense prediction benchmarks such as Cityscapes, COCO, ADE20K, NYUD-v2, and KITTI, we demonstrate the efficacy of employing DejaVu during training, as it outperforms SOTA methods at no added computation cost.

1. Introduction

Dense prediction tasks produce per-pixel classification or regression results, such as semantic or panoptic class labels, depth or disparity values, and surface normal angles. These tasks are critical for many vision applications to better perceive their surroundings for XR, autonomous driving, robotics, visual surveillance, and so on. There has been significant success in adopting neural networks to solve dense prediction tasks through innovative architectures, data augmentations and training optimizations. For example, [46] addresses pixel level sampling bias and [7] incorporates boundary alignment objectives. Orthogonal to existing methods, we explore novel regeneration-based ideas to understand how additional gradients from reconstruction tasks complement the established training pipelines for dense prediction tasks and input representations.

There are works [69, 94] in classification settings that leverage reconstructions and likelihood-based objectives as auxiliary loss functions to enhance the quality of feature representations and also improve Open-set/OOD Detection [25, 48, 49, 55]. The core intuition is that, for discriminative tasks the model needs a minimal set of features to solve the task and any feature which does not have discriminative
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power for the target subset of data are ignored. Another line of work for dense predictions [54] focuses on depth completion and leverages reconstruction-based loss to learn complementary image features that aid better capture of object structures and semantically consistent features. Following such intuitions, we can see that reconstruction-based auxiliary loss should capture more information in representation than discriminative-only training.

Here, we introduce a novel training strategy, DejaVu\(^1\), for dense prediction tasks with an additional, conditional reconstruction objective to improve the generalization capacity of the task-specific base networks as illustrated in Fig. 1. We redact the input image to remove structure information (e.g., boundaries) while retaining contextual information. We adopt various redaction techniques that drop out components in spatial or spectral domains. Then, we enforce a conditional regeneration module (CRM), which takes the redacted image and the base network’s dense predictions, to reconstruct the missing information. For regeneration feasibility, the CRM will require structure information from the dense predictions. By including this conditional regeneration objective during training, we encourage the base network to learn and use such structure information, which leads to more accurate predictions with clearer boundaries and better spatial consistency, as shown in the experimental section. In comparison, the supervised loss cannot capture this information alone since the cross-entropy objective (for segmentation, as an example) looks at the probability distribution of every pixel. In this sense, DejaVu can implicitly provide cues to the dense prediction task from the reconstruction objective depending on the type of redaction we select. We also note that using the same number of additional regenerated images as a data augmentation scheme does not provide the performance improvements that DejaVu can achieve (as reported in the Appendix). This shows that DejaVu conditions the training process more effectively than any data augmentation technique.

Our DejaVu loss can be applied to train any dense prediction network and does not incur extra computation at test time. When it is feasible to leverage additional computation, DejaVu can be extended where we incorporate an attention-based regeneration module within the dense prediction network, further improving accuracy. An advantage of regenerating the original image from predictions is that we can additionally use other losses including text supervision and cyclic consistency, as described in Section 3.4.

Our extensive experiments on multiple dense prediction tasks, including semantic segmentation, depth estimation, and surface normal prediction, show that employing DejaVu during training enables our trained models to outperform the latest state of the art on several large-scale benchmarks. Our main contributions are summarized as follows:

1. We devise a novel learning strategy, DejaVu, that leverages conditional image regeneration from redacted input images to improve the overall performance on dense prediction tasks. (Sec. 3.3)
2. We propose redacting the input image to enforce the base networks to learn accurate dense predictions such that these tasks can precisely condition the regenerative process. (Sec. 3.1)
3. We devise a novel shared attention scheme, DejaVu-SA, by incorporating the regeneration objective into the parameters of the network. (Sec. 3.4)
4. We further provide extensions to DejaVu, such as the text supervision loss DejaVu-TS and Cyclic consistency loss DejaVu-CL, further improving performance when additional data is available. (Sec. 3.5)
5. DejaVu is a universal framework that can enhance the performance of multiple networks for essential dense prediction tasks on numerous datasets with no added inference cost. (Sec. 4)

2. Related Work

Dense Prediction with Supervised Learning: Deep learning has been successfully applied for various dense prediction tasks such as semantic segmentation [53], with hierarchical branches [10, 11, 95], attention mechanisms [5, 24, 33, 67, 79, 88], and auxiliary losses [4, 7], to point out a few. There are also extensions to panoptic and instance segmentation [15, 39, 44, 84], plug and play modules [6, 91], and universal architectures [16, 17]. To improve performance, many works utilize extra image/text datasets or use test-time augmentation such as multi-scale inference [23, 68, 77, 78]. Depth estimation is another dense prediction task where most works usually adopt self-supervised training paradigms [27] in the stereo setting or [28, 29, 35, 59, 98] in monocular videos, exploiting geometric transformation and consistency between views to train the network. Many works leverage semantics [8, 30, 42] and consistency [60, 61, 93], spherical regression [45], uncertainty [1] and spatial rectifiers [20]. Some efforts simultaneously solve these tasks within multi-task settings, exploiting inter-task information [13, 38, 41, 43, 50, 66, 92]. In our work, we present a framework and training objective that can enhance the performance of such dense prediction tasks individually or in a multi-task setting.

Image Reconstruction as an Auxiliary Task: Autoencoders [32] and their variants [72] are among popular techniques for reconstruction-based unsupervised representation learning. Recent works incorporate different masking [12, 58, 73] and channel removal [89] schemes. Inspired by success in NLP [12], masking-inspired ideas

---

\(^1\)In training, DejaVu redacts the input image and constructs its regenerated versions, in a way, these regenerated versions are "already seen" yet not exactly the same due to initial redaction.
DejaVu consists of image redaction, dense conditioning from a base network (such as class-wise masks for semantic segmentation), and a conditional regeneration module (CRM) that constructs a regenerated version of the input image, from a redacted image and dense conditioning. The DejaVu loss backpropagates to update the base network with the supervised loss.  

are exploited to learn image representations, for instance, [3, 21] via image tokens, [31] in pretraining, [36], [36, 81] in self-supervised segmentation, and [19] in detection. Reconstruction-based objectives are also used for domain adaptation [85]. In comparison, our work aims at making the best use of image reconstruction to improve supervised image segmentation.

**Image Generation & Translation:** Pixel-to-pixel image translation [51, 57, 76] aims to improve the quality of image synthesis conditioned on segmentation maps. In contrast, we use reconstruction to enhance the dense prediction quality. There are also image stylization methods that blend two images into a new one, keeping the content of the one while changing the style according to the other. [37, 65, 71]. More recently, diffusion-based models have demonstrated remarkable reconstruction performance [2, 64]. In our work, we also consider an extension motivated by denoising diffusion. However, instead of training within the diffusion paradigm, we design an iterative generator module that reduces the degree of masking across its timesteps using dense predictions and redacted images.

**3. DejaVu Framework**

In this Section, we discuss the DejaVu framework in detail, along with all its extensions.

**Overview:** As illustrated in Fig. 2, consider that we train a dense prediction network (called the base net) $h$, which inputs an image $I$ to generate dense outputs $C = h(I)$. We first apply redaction to the input $I$, generating the redacted image $I_R$. The redaction methods are explained in Section 3.1. Next, we pass the redacted image $I_R$ and dense outputs $C$ as inputs to a conditional regeneration module (CRM), as described in Section 3.2. The CRM outputs a regenerated image $I_G$, which is then compared with the original image to provide a loss for training, as explained in Section 3.3. We also present an optional shared attention module, DejaVu-SA, which integrates the regeneration operation from the DejaVu loss into the base net in inference (Section 3.4). Finally, we elaborate on further extensions of DejaVu that incorporate vision-language training and consistency regularization (Section 3.5).

In the following subsection, we describe image redaction options.

**3.1. Image Redaction**

When applying redaction to the input image, we intentionally remove the type of information that would be desired for the dense prediction base network to learn to generate. Selecting an appropriate redaction style is critical to ensure the image regeneration is feasible and the dense prediction network receives useful feedback to learn better features. We consider information redaction in two domains, i.e., spatial and spectral, which target different image attributes.

When performing spatial redaction, we mask out specific pixels. The original pixel values can be removed randomly or in a structured fashion. Figure 3 shows typical examples of random and structured spatial redaction. For instance, in random spatial redaction, we randomly mask pixels with a fixed probability $t$. Alternatively, we generate a checkerboard redaction by setting a block size of $b$. We also extend the checkerboard redaction by randomly shifting the grids, to generate the random blocks redaction. The values of $t$ and $b$ are considered as hyperparameters. As visible, structural motifs and details, such as object silhouettes and semantic class boundaries, are partially removed with spatial redaction. As a result, the CRM will enforce and thus facilitate the dense prediction network to embed such removed and missing information in the predictions for the CRM to regenerate the original image as closely as possible.

As for spectral redaction, we first transform the original image to the frequency domain, e.g., Discrete Cosine Transform (DCT). We mask out DCT components and then apply the inverse transform to obtain the redacted image. As
shown in Fig. 3, lowpass spectral redaction implies masking out high-frequency DCT components of the input image, while highpass spectral redaction implies masking out low-frequency components of the input image. We also experiment with bandstop redactions, by masking out a band from the middle. Filtering out high-frequency coefficients causes finer image patterns to be distorted, and applying bandstop filters smears object-level details at certain scales. When providing such redacted images for regeneration, the dense prediction network will be required to embed the corresponding information (e.g., distorted patterns, edges, object details) in its predictions.

Based on our analysis shown in Section 4, we empirically observe that spatial redaction performs better on segmentation tasks as the DejaVu loss penalizes inaccurate class-wise predictions (similar to the one observed in Fig. 1) heavily. On the other hand, spectral redaction works well on depth and surface normal estimation tasks as their outputs are penalized heavily if they contain blurred boundaries.

In the following subsection, we describe the Conditional Regeneration Module architecture.

### 3.2. Conditional Regeneration Module

The Conditional Regeneration Module (CRM) takes the redacted image \( I_R \) as well as the dense conditioning \( C \), and regenerates the input image \( I \). We use two types of regeneration modes: 1) Forward mode CRM-F, and 2) Recursive mode CRM-R, as shown in Fig. 4. Both modules take the dense condition and the redacted image as an input and produce perceptually similar images to the original input image at the output. CRM-F, illustrated in Fig. 4(a), simply consists of stacked Conv-BatchNorm-ReLU blocks, inspired by the related work on conditional image translation [57].

As the CRM-F performs an auxiliary reconstruction task, there exists a trade-off between its model complexity and the dense prediction task accuracy. We study this trade-off in the Appendix. CRM-R, illustrated in Fig. 4(b), consists of a single Convolution-BatchNorm-ReLU block, which recursively produces a residual for the reconstructed image, inspired by cold diffusion [2]. The number of steps is treated as a hyperparameter over which we perform a search. Hyperparameter choices for both CRM architectures are provided in the Appendix. Empirically, we find that the CRM-R is more effective for random occlusions and CRM-F produces better results on structured occlusions.

Inputs to the CRM are the dense condition \( C \in \mathbb{R}^{N \times H \times W} \) and redacted input image \( I_R \in \mathbb{R}^{3 \times H \times W} \), where \( H \) and \( W \) are height and width, and \( N \) is the number of predicted channels. We use two operations to combine the two inputs: 1) multiplication and 2) concatenation. For the multiplication operation, we average the input image to a single channel, \( \mathbb{E} \in \mathbb{R}^{1 \times H \times W} \), broadcast to \( N \) channels, and perform element-wise channel multiplication with the dense condition. Likewise for the concatenation operation, \( I_R \) and \( C \) are concatenated along the channel dimension and fed as input to the generation module, and thus the size of input channels is \( 3 + N \).

### 3.3. DejaVu Loss to Update Base Network

The DejaVu loss, as illustrated in Fig. 2, is computed by comparing the regenerated image \( I_G \) to the input image \( I \). We add this loss to the original task loss term during training. Specifically, when comparing the original and regenerated images, we use the Mean Squared Error (MSE) and LPIPS losses [90] in order to attain supervision on both local (pixel-level) and global (content-level) feedback. The total training loss is given as follows:

\[
L = L_{\text{base}} + \gamma_1 \cdot L_{\text{lpips}} + \gamma_2 \cdot L_{\text{mse}},
\]

where \( L_{\text{base}} \) is the loss from the base training procedure, e.g., cross-entropy loss for semantic segmentation, \( L_1 \) loss for depth estimation. \( L_{\text{regen}} \) is the loss from our proposed conditional image regeneration. \( \gamma_1 \) and \( \gamma_2 \) are hyperparameters that blend these loss terms.

### 3.4. DejaVu Shared Attention Module (DejaVu-SA)

The DejaVu loss provides improvements at no added inference cost. However, in cases when we have room for increasing the computational complexity of our base network, we propose the DejaVu Shared Attention scheme, DejaVu-SA, which incorporates the DejaVu operation into the parameters of our base network. The inputs to DejaVu-SA are
the image $I$ and dense predictions $C$, and the outputs are enhanced predictions $\hat{C}$. The attention module is illustrated in Fig. 5.

During training, we perform two passes through the attention module. We first push the input image $I$ through the spectral redaction operation to obtain the redacted input $I_R$. We compute queries $q_{I_R}$, keys $k_{C}$, and values $v_{C}$. This regenerated image is now supervised by the output $I_C$ of regenerating the image $I_C$. The outputs are compared with the original image $I$ in Fig. 5. Through a multi-head attention (MHA) operation followed by rearrangement, we pass the outputs through enhancement decoder $D_e$ to obtain the generated image $\hat{I}_G = D_e(MHA(q_{I_R}, k_C, v_C))$. This generated image is then used as the final predictions $\hat{C}$. The detailed structure and results for this loss term are illustrated in the Appendix.

4. Experimental Setup

In this section (and the Appendix), we perform comprehensive analysis and experiments using DejaVu.

4.1. Implementation Details

Datasets: For Semantic Segmentation we consider Cityscapes [18], and ADE20K [97] datasets. Cityscapes consists of 5,000 annotated images of size $1024 \times 2048$, divided into 2,975 training, 500 validation, and 1,525 test images. It covers 11 stuff and 8 thing classes. For Panoptic Segmentation we consider COCO [47], COCO consists of 118,000 training, 5,000 validation, and 20,000 test images. There are 53 stuff and 80 thing classes in COCO. ADE20K contains 20,210 training, 2,000 validation, and 3,000 test images, with 35 stuff and 115 thing classes. For Monocular Depth Estimation we consider KITTI [26] and use data split from [22]. For the multi-task learning setup, we also consider NYU-Depth-v2 [56] dataset which has annotations/ground truth for semantic segmentation, Depth and surface-normals. We use the original 795 train and 654 test images for the NYUD-v2 dataset.

Networks and Training: We train multiple existing baselines using the DejaVu loss term for various dense prediction tasks. For semantic segmentation with Cityscapes dataset, we apply DejaVu to HRNet [75], OCR [80] and HMS [70]. For semantic segmentation with ADE20K dataset, we apply DejaVu loss to Semantic FPN [40], UperNet [82] and DenseCLIP [63]. Semantic FPN uses PoolFormer [86] backbone while the rest use ViT backbone [21]. For panoptic segmentation, we train Mask2Former [16] with Swin [52] backbones using the DejaVu loss. For depth
estimation, we apply DejaVu loss to self-supervised training of Monodepth2 [28]. For fully and partially supervised multi-task learning setting, we apply DejaVu loss to MTL [9] and XTC [43] baseline models. For all base methods, we apply the original loss function i.e. cross-entropy loss for semantic segmentation, $L_1$ norm loss for depth estimation, cosine similarity loss for surface normal estimation, etc. in addition to the Dèjà vu loss described in Eq. (1). Training details are all discussed in the Appendix.

**Evaluation Metrics:** For semantic segmentation tasks, we evaluate using mean intersection-over-union $mIoU$. For the panoptic segmentation task, we report panoptic quality $PQ$ [40]. We also report $PQ^{th}$ and $PQ^{st}$, respectively. In the multi-task learning setup [50], depth estimation performance is evaluated using absolute relative error $aErr$, and surface normal estimation performance is evaluated using mean error $mErr$ in the predicted angles. For monocular depth estimation, we use absolute relative error $Abs$ Rel and squared relative error $Sq$ Rel. Furthermore, the classification metric $\delta_1$ measures whether the ratio between ground truth and estimated depth values is within a certain range around 1. We also report GMacs to measure efficiency.

### 4.2. Experiments using the DejaVu Loss

In this subsection, we perform experiments by training various baseline models using our proposed DejaVu loss function.

**Semantic Segmentation:** In Table 1, we report results of comparing our proposed framework with respect to semantic segmentation baselines on the Cityscapes val dataset. As observed, our method can produce boost of more than 1.3 pts in $mIoU$ when using HRNet18 backbones. When using heavier HRNet48 versions, training with the DejaVu loss still improves, but the relative improvement reduces closer to SOTA scores. We also train HRNet-OCR [87] and HRNet-OCR-HMS [70] backbones using the DejaVu loss. The HMS backbone trained with DejaVu loss achieves the SOTA score on Cityscapes val. In Table 3, we show improvement over existing semantic segmentation baselines on the ADE20K val dataset. Specifically, adding DejaVu loss on top of Semantic FPN, UPerNet and DenseCLIP produces consistent improvements in $mIoU$.

**Panoptic Segmentation:** In Table 2, we show results for panoptic segmentation on the COCO val dataset. We trained the previous SOTA method, Mask2former [16], using our DejaVu loss function and observed consistent improvements in $PQ$ on two different Swin backbones.
Self-Supervised Monocular Depth Estimation: In Table 4, we show comparison results on monocular depth estimation after training the Monodepth2-R50 baseline using the DejaVu loss. Results show improved performance in terms of lower Abs Rel and Sq Rel error and higher $\delta_1$ compared to other competitive baselines. Interestingly, Monodepth2 produces much higher Sq Rel error compared to the highly competitive PackNet [29]. However, training with DejaVu reduces the Sq Rel error by a large margin, successfully outperforming PackNet. This shows that DejaVu can also work well with fully self-supervised training schemes, in addition to conventional supervised training.

Multi-Task Learning: We also report results after training multi-task learning models using DejaVu loss, in Table 6. We add the DejaVu loss to the training objectives of SegNet-MTL and SegNet-XTC baselines provided in [43]. Adding the DejaVu loss shows increased semantic segmentation accuracy (mIoU) and decreased depth estimation and surface normal estimation errors in all dense tasks for both the fully supervised setting in Table 6 and partially supervised setting in Table 5.

<table>
<thead>
<tr>
<th>Method</th>
<th>Backbone</th>
<th>$PQ^\uparrow$</th>
<th>$PQ^{4\uparrow}$</th>
<th>$PQ^{10\uparrow}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>MaX-DeepLab [74]</td>
<td>Max-S</td>
<td>48.4</td>
<td>53.0</td>
<td>41.5</td>
</tr>
<tr>
<td>MaskFormer [17]</td>
<td>Swin-T</td>
<td>47.7</td>
<td>51.7</td>
<td>41.7</td>
</tr>
<tr>
<td>Mask2Former [16]</td>
<td>Swin-T</td>
<td>53.2</td>
<td>59.3</td>
<td>44.0</td>
</tr>
<tr>
<td>+DejaVu</td>
<td>Swin-T</td>
<td>54.3</td>
<td>60.5</td>
<td>44.9</td>
</tr>
<tr>
<td>MaX-DeepLab [74]</td>
<td>Max-L</td>
<td>51.1</td>
<td>57.0</td>
<td>42.2</td>
</tr>
<tr>
<td>K-Net [91]</td>
<td>Swin-L</td>
<td>54.6</td>
<td>60.2</td>
<td>46.0</td>
</tr>
<tr>
<td>MaskFormer [17]</td>
<td>Swin-L</td>
<td>52.7</td>
<td>58.5</td>
<td>44.0</td>
</tr>
<tr>
<td>Mask2Former [16]</td>
<td>Swin-L</td>
<td>57.6</td>
<td>64.2</td>
<td>47.5</td>
</tr>
<tr>
<td>+DejaVu</td>
<td>Swin-L</td>
<td>58.0</td>
<td>64.4</td>
<td>48.3</td>
</tr>
</tbody>
</table>

Table 2. Comparison with SOTA methods on COCO Panoptic Segmentation val.

<table>
<thead>
<tr>
<th>Method</th>
<th>Backbone</th>
<th>mIoU $\uparrow$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Semantic FPN [40]</td>
<td>PoolFormer-M48</td>
<td>42.4</td>
</tr>
<tr>
<td>+DejaVu</td>
<td>PoolFormer-M48</td>
<td>43.3</td>
</tr>
<tr>
<td>UperNet [82]</td>
<td>ViT-B [21]</td>
<td>47.4</td>
</tr>
<tr>
<td>+DejaVu</td>
<td>ViT-B</td>
<td>48.2</td>
</tr>
<tr>
<td>SETR-MLA-DeiT [96]</td>
<td>ViT-B</td>
<td>46.2</td>
</tr>
<tr>
<td>Semantic FPN [40]</td>
<td>ViT-B</td>
<td>48.3</td>
</tr>
<tr>
<td>DenseCLIP [63]</td>
<td>ViT-B</td>
<td>49.8</td>
</tr>
<tr>
<td>+DejaVu</td>
<td>ViT-B</td>
<td>50.3</td>
</tr>
<tr>
<td>Mask2Former [16]</td>
<td>Swin-L</td>
<td>56.0</td>
</tr>
<tr>
<td>+DejaVu</td>
<td>Swin-L</td>
<td>56.5</td>
</tr>
</tbody>
</table>

Table 3. Comparison on ADE20K Semantic Segmentation val.

<table>
<thead>
<tr>
<th>Method</th>
<th>Abs Rel $\downarrow$</th>
<th>Sq Rel $\downarrow$</th>
<th>$\delta_1^\uparrow$</th>
</tr>
</thead>
<tbody>
<tr>
<td>PackNet-SfM [29]</td>
<td>0.111</td>
<td>0.785</td>
<td>0.878</td>
</tr>
<tr>
<td>Guizilini [30]</td>
<td>0.113</td>
<td>0.831</td>
<td>0.878</td>
</tr>
<tr>
<td>Klingner [42]</td>
<td>0.112</td>
<td>0.833</td>
<td>0.884</td>
</tr>
<tr>
<td>DiPE [35]</td>
<td>0.112</td>
<td>0.875</td>
<td>0.880</td>
</tr>
<tr>
<td>Patil [59]</td>
<td>0.111</td>
<td>0.821</td>
<td>0.883</td>
</tr>
<tr>
<td>Monodepth2 [28]</td>
<td>0.110</td>
<td>0.903</td>
<td>0.883</td>
</tr>
<tr>
<td>+DejaVu</td>
<td>0.108</td>
<td>0.769</td>
<td>0.885</td>
</tr>
</tbody>
</table>

Table 4. Comparison after training with DejaVu loss on the KITTI eigen split for self-supervised monocular depth estimation.

<table>
<thead>
<tr>
<th>Labels</th>
<th>Method</th>
<th>Seg.(mIoU) $\uparrow$</th>
<th>Depth(aErr) $\downarrow$</th>
<th>Norm(mErr) $\downarrow$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Random</td>
<td>MTL [9]</td>
<td>28.30</td>
<td>0.6488</td>
<td>32.89</td>
</tr>
<tr>
<td>+DejaVu</td>
<td>30.13</td>
<td>0.6072</td>
<td>31.97</td>
<td></td>
</tr>
<tr>
<td>XTC [43]</td>
<td>34.26</td>
<td>0.5787</td>
<td>31.06</td>
<td></td>
</tr>
<tr>
<td>+DejaVu</td>
<td>35.72</td>
<td>0.5665</td>
<td>29.82</td>
<td></td>
</tr>
<tr>
<td>Single</td>
<td>MTL [9]</td>
<td>26.32</td>
<td>0.6482</td>
<td>33.31</td>
</tr>
<tr>
<td>+DejaVu</td>
<td>28.07</td>
<td>0.6264</td>
<td>32.02</td>
<td></td>
</tr>
<tr>
<td>XTC [43]</td>
<td>30.36</td>
<td>0.6188</td>
<td>32.08</td>
<td></td>
</tr>
<tr>
<td>+DejaVu</td>
<td>31.02</td>
<td>0.5959</td>
<td>32.15</td>
<td></td>
</tr>
</tbody>
</table>

Table 5. Comparison after training with DejaVu loss on NYUD-v2 for Partially Supervised Multi-Task Learning.

<table>
<thead>
<tr>
<th>Method</th>
<th>Seg.(mIoU) $\uparrow$</th>
<th>Depth(aErr) $\downarrow$</th>
<th>Norm(mErr) $\downarrow$</th>
</tr>
</thead>
<tbody>
<tr>
<td>MTL [9]</td>
<td>36.95</td>
<td>0.5510</td>
<td>29.51</td>
</tr>
<tr>
<td>+DejaVu</td>
<td>37.40</td>
<td>0.5426</td>
<td>28.74</td>
</tr>
<tr>
<td>DWA [50]</td>
<td>36.46</td>
<td>0.5429</td>
<td>29.45</td>
</tr>
<tr>
<td>GradNorm [13]</td>
<td>37.19</td>
<td>0.5775</td>
<td>28.51</td>
</tr>
<tr>
<td>MTAN [50]</td>
<td>39.39</td>
<td>0.5696</td>
<td>28.89</td>
</tr>
<tr>
<td>MGDA [66]</td>
<td>38.65</td>
<td>0.5572</td>
<td>28.89</td>
</tr>
<tr>
<td>XTC [43]</td>
<td>41.00</td>
<td>0.5148</td>
<td>28.58</td>
</tr>
<tr>
<td>+DejaVu</td>
<td>42.69</td>
<td>0.4996</td>
<td>27.49</td>
</tr>
</tbody>
</table>

Table 6. Comparison after training with DejaVu loss on NYUD-v2 for Fully Supervised Multi-Task Learning.

4.3. Ablation Studies and Analyses

Visualization: Figure 6 shows qualitative results with and without our DejaVu loss. Each row corresponds to different images and tasks, for separate baselines trained with and without DejaVu loss. The first row shows semantic segmentation on Cityscapes. Column (c) shows the baseline prediction without our DejaVu loss while column (d) shows the prediction with the DejaVu loss. We observe that our proposed framework produces better quality semantic and panoptic segmentation masks as it can better perceive the structure of the pavement. Furthermore, the regenerated image (f) structurally resembles the input image (a) with some error margin. In the second and third rows, we report visual results for surface normal estimation on NYUD-v2 where we obtain better quality predictions (d) compared to the baseline (c). Also, the regeneration module has sharpened the spectrally redacted input image (e) to produce the regenerated image (f).

Varying the types of Redaction: In Table 8, we study the effect of applying the different types of redaction as explained in Section 3.1, to various dense tasks. Results are shown on the NYUD-v2 dataset for the single-task learning setup. We pick the "Random Blocks" spatial redaction
and apply a bandstop spectral redaction selected for various tasks. For all tasks, redaction improves performance. However, we observe that the semantic segmentation performance has better improvement for the spatial redaction technique while depth and normals perform better when clubbed with spectral redaction. We conclude that this is because segmentation is a pixel-wise classification task and hence best complements a spatial in-painting task for regeneration. On the other hand, depth and normal estimation is a regression task and requires texture information (as described by its corresponding spectrum) such that it learns accurate shapes to produce a sharp regeneration.

<table>
<thead>
<tr>
<th>Baseline</th>
<th>DejaVu</th>
<th>DejaVu-TS</th>
<th>mIoU (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>HRNet18</td>
<td>✗</td>
<td>✓</td>
<td>77.6</td>
</tr>
<tr>
<td></td>
<td>✓</td>
<td>✓</td>
<td>79.2</td>
</tr>
<tr>
<td>HRNet18-OCR</td>
<td>✗</td>
<td>✓</td>
<td>80.7</td>
</tr>
<tr>
<td></td>
<td>✓</td>
<td>✓</td>
<td>82.0</td>
</tr>
</tbody>
</table>

Table 7. Effect of applying CLIP supervision (extra data) over the regenerated images to train various baseline models on Cityscapes.

In Fig. 7, we study the effect of redacting various bands of spectra in the spectral redaction (DCT) block for depth estimation. We find that the error is lowest when we use a middle band frequency for redaction. This is because most of shape information is contained in the middleband of spectra. Highband components contain grainy artifacts, and lowband components contain textures, both which are not expected to be present in the given condition (depth map).

4.4. Extending DejaVu

DejaVu Text Supervision: In Table 7, we show the effect of applying DejaVu-TS, described in Section 3.5, as an additional loss. We observe that adding text supervision on top of the DejaVu loss can improve semantic segmentation performance. This is because text supervision involves matching CLIP features between the original input image and the regenerated image. The CLIP model, trained on COCO, embeds additional knowledge based on textual context. Through the DejaVu regenerated image, this model is able to provide textual cues to the base network.

DejaVu Shared Attention Module: Figure 8 shows accuracy vs. complexity (left) and size (right) analysis for our proposed shared attention module DejaVu-SA, when evaluated on the Cityscapes semantic segmentation task. The red plot simply scales HRNet base model using different width multipliers. The blue plot scales the DejaVu-SA module by increasing its intermediate dimensions. It is important to note that HRNet18 model with DejaVu-SA can produce a higher mIoU score over HRNet20, with lower GMacs and parameters. This implies that the enhanced performance is not due to added model complexity but due to the additional embedded regeneration-based context.

<table>
<thead>
<tr>
<th>Method</th>
<th>Redaction</th>
<th>Seg.(mIoU)</th>
<th>Depth(aErr)</th>
<th>Norm(aErr)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Baseline</td>
<td>✗</td>
<td>37.25</td>
<td>59.70</td>
<td>26.30</td>
</tr>
<tr>
<td>Ours</td>
<td>Spatial</td>
<td>38.38</td>
<td>58.34</td>
<td>26.07</td>
</tr>
<tr>
<td>Ours</td>
<td>Spectral</td>
<td>38.21</td>
<td>56.76</td>
<td>25.75</td>
</tr>
</tbody>
</table>

Table 8. Studying the performance of spatial v/s spectral redaction on NYUD-v2 on three tasks, using the single-task-learning setting.

5. Conclusion

We proposed the DejaVu framework for enhancing the performance on various dense prediction tasks. DejaVu consists of adding a conditional regeneration module to reconstruct original inputs from redacted inputs and dense predictions. The reconstruction loss serves as an additional objective to produce a more generalizable dense prediction network. Additionally, we extended our framework to include an attention mechanism, text supervision, and cycle consistency losses. We performed experiments using DejaVu on various backbones on different dense prediction tasks such as segmentation, depth estimation, and surface normal estimation. Results show that our framework produces significant improvement in performance over existing baselines both quantitatively and qualitatively. We also conducted various additional analyses and ablations to study the efficacy of different design choices in our framework.
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