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Abstract

We tackle the Few-Shot Open-Set Recognition (FSOSR)
problem, i.e. classifying instances among a set of classes for
which we only have a few labeled samples, while simultane-
ously detecting instances that do not belong to any known
class. We explore the popular transductive setting, which
leverages the unlabelled query instances at inference. Moti-
vated by the observation that existing transductive methods
perform poorly in open-set scenarios, we propose a gen-
eralization of the maximum likelihood principle, in which
latent scores down-weighing the influence of potential out-
liers are introduced alongside the usual parametric model.
Our formulation embeds supervision constraints from the
support set and additional penalties discouraging overconfi-
dent predictions on the query set. We proceed with a block-
coordinate descent, with the latent scores and parametric
model co-optimized alternately, thereby benefiting from each
other. We call our resulting formulation Open-Set Likeli-
hood Optimization (OSLO). OSLO is interpretable and
fully modular; it can be applied on top of any pre-trained
model seamlessly. Through extensive experiments, we show
that our method surpasses existing inductive and transduc-
tive methods on both aspects of open-set recognition, namely
inlier classification and outlier detection. Code is avail-
able at https://github.com/ebennequin/few-
shot-open-set.

1. Introduction
Few-shot classification consists in recognizing concepts

for which we have only a handful of labeled examples. These
form the support set, which, together with a batch of unla-
beled instances (the query set), constitute a few-shot task.
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Most few-shot methods classify the unlabeled query samples
of a given task based on their similarity to the support in-
stances in some feature space [36]. This implicitly assumes
a closed-set setting for each task, i.e. query instances are
supposed to be constrained to the set of classes explicitly
defined by the support set. However, the real world is open
and this closed-set assumption may not hold in practice,
especially for limited support sets. Whether they are unex-
pected items circulating on an assembly line, a new dress
not yet included in a marketplace’s catalog, or a previously
undiscovered species of fungi, open-set instances occur ev-
erywhere. When they do, a closed-set classifier will falsely
label them as the closest known class.

This drove the research community toward open-set
recognition i.e. recognizing instances with the awareness
that they may belong to unknown classes. In large-scale
settings, the literature abounds of methods designed specif-
ically to detect open-set instances while maintaining good
accuracy on closed-set instances [1, 32, 51]. Very recently,
the authors of [21] introduced a Few-Shot Open-Set Recog-
nition (FSOSR) setting, in which query instances may not
belong to any known class. The study in [21], together with
other recent follow-up works [15, 16], exposed FSOSR to be
a difficult task.

To help alleviate the scarcity of labeled data, transduction
[38] was recently explored for few-shot classification [24],
and has since become a prominent research direction, fuel-
ing a large body of works, e.g. [3, 4, 9, 14, 23, 26, 40, 43, 52],
among many others. By leveraging the statistics of the query
set, transductive methods yield performances that are sub-
stantially better than their inductive counterparts [4, 40] in
the standard closed-set setting.

In this work, we seek to explore transduction for the
FSOSR setting. We argue that theoretically, transduction
has the potential to enable both classification and outlier
detection (OD) modules to act symbiotically. Indeed, the
classification module can reveal valuable structure of the
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inlier’s marginal distribution that the OD module seeks to
estimate, such as the number of modes or conditional dis-
tributions, while the OD part indicates the “usability” of
each unlabelled sample. However, transductive principles
currently adopted for few-shot learning heavily rely on the
closed-set assumption in the unlabelled data, leading them
to match the classification confidence for open-set instances
with that of closed-set instances. In the presence of out-
liers, this not only harms their predictive performance on
closed-set instances, but also makes prediction-based outlier
detection substantially harder than with simple inductive
baselines.

Contributions. In this work, we aim at designing a princi-
pled framework that reconciles transduction with the open
nature of the FSOSR problem. Our idea is simple but pow-
erful: instead of finding heuristics to assess the outlierness
of each unlabelled query sample, we treat this score as a
latent variable of the problem. Based on this idea, we pro-
pose a generalization of the maximum likelihood principle,
in which the introduced latent scores weigh potential out-
liers down, thereby preventing the parametric model from
fitting those samples. Our generalization embeds additional
supervision constraints from the support set and penalties
discouraging overconfident predictions. We proceed with a
block-coordinate descent optimization of our objective, with
the closed-set soft assignments, outlierness scores, and para-
metric models co-optimized alternately, thereby benefiting
from each other. We call our resulting formulation Open-Set
Likelihood Optimization (OSLO). OSLO provides highly
interpretable and closed-form solutions within each iteration
for both the soft assignments, outlierness variables, and the
parametric model. Additionally, OSLO is fully modular; it
can be applied on top of any pre-trained model seamlessly.

Empirically, we show that OSLO significantly surpasses
its inductive and transductive competitors alike for both out-
lier detection and closed-set prediction. Applied on a wide
variety of architectures and training strategies and without
any re-optimization of its parameters, OSLO’s improvement
over a strong baseline remains large and consistent. This
modularity allows our method to fully benefit from the latest
advances in standard image recognition. Before diving into
the core content, let us summarize our contributions:

1. To the best of our knowledge, we realize the first study
and benchmarking of transductive methods for the Few-
Shot Open-Set Recognition setting. We reproduce and
benchmark five state-of-the-art transductive methods.

2. We introduce Open-Set Likelihood Optimization
(OSLO), a principled extension of the Maximum Like-
lihood framework that explicitly models and handles
the presence of outliers. OSLO is interpretable and
modular i.e. can be applied on top of any pre-trained
model seamlessly.

3. Through extensive experiments spanning five datasets
and a dozen of pre-trained models, we show that OSLO
consistently surpasses both inductive and existing trans-
ductive methods in detecting open-set instances while
competing with the strongest transductive methods in
classifying closed-set instances.

2. Related Works

Few-shot classification (FSC) methods. Many FSC works
involve episodic training [41], in which a neural network
acting as a feature extractor is trained on artificial tasks sam-
pled from the training set. This replication of the inference
scenario during training is intended to make the learned rep-
resentation more robust to new classes. However, several re-
cent works have shown that simple fine-tuning baselines are
competitive in comparison to sophisticated episodic methods,
e.g. [6, 12], motivating a new direction of few-shot learning
research towards the development of model-agnostic meth-
ods that do not involve any specific training strategy [9].

Transductive FSC. Transductive FSC methods leverage
statistics of the query set as unlabeled data to improve per-
formance, through model fine-tuning [9], Laplacian regular-
ization [52], clustering [20], mutual information maximiza-
tion [4, 40], prototype rectification [23], or optimal trans-
port [2, 14, 18], among other transduction strategies. The
idea of maximizing the likelihood of both support and query
samples under a model parameterized by class prototypes
is proposed by [47] for few-shot segmentation. However,
their method relies on the closed-set assumption. Differing
from previous works, our framework leverages an additional
latent variable, the inlierness score.

Open-set recognition (OSR). OSR aims to enable classi-
fiers to detect instances from unknown classes [32]. Prior
works address this problem in the large-scale setting by aug-
menting the SoftMax activation to account for the possibility
of unseen classes [1], generating artificial outliers [11, 27],
improving closed-set accuracy [39], or using placeholders to
anticipate novel classes’ distributions with adaptive decision
boundaries [51]. All these methods involve the training of
deep neural networks on a specific class set. Therefore, they
are not fully fit for the few-shot setting. In this work, we
use simple yet effective adaptations of OpenMax [1] and
PROSER [51] as strong baselines for FSOSR.

Few-shot open-set recognition. In the few-shot setting,
methods must detect open-set instances while only a few
closed-set instances are available. [21] use meta-learning
on pseudo-open-set tasks to train a model to maximize the
classification entropy of open-set instances. [16] use trans-
formation consistency to measure the divergence between
a query image and the set of class prototypes. [15] use an
attention mechanism to generate a negative prototype for out-
liers. These methods require the optimization of a separate
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model with a specific episodic training strategy.
Nonetheless, as we show in sec:experiments, they bring

marginal improvement over simple adaptations of standard
OSR methods to the few-shot setting. In comparison, our
method doesn’t require any specific training and can be
plugged into any feature extractor without further optimiza-
tion.

3. Few-Shot Open-Set Recognition

Model training. Let us denote the raw image space X .
As per the standard Few-Shot setting, we assume access
to a base dataset Dbase = {(xi, yi)}i=1...|Dbase| with base
classes Cbase, such that xi ∈ X and yi ∈ Cbase. We use
Dbase to train a feature extractor ϕθ. Our method developed
later in sec:opensetlikelihood, freezesϕθ and performs in-
ference directly on top of the extracted features for each task.

Testing. Given a set of novel classes Cnovel disjoint
from base classes i.e. Cnovel ∩ Cbase = ∅, a K-way
FSOSR task is formed by sampling a set of K closed-
set classes CCS ⊂ Cnovel, a support set of labeled
instances S = {(xi, yi) ∈ X × CCS}|S|i=1 and a query set
Q = {xi ∈ X}|S|+|Q|

i=|S|+1. In the standard few-shot setting, the

unknown ground-truth query labels {yi}|S|+|Q|
i=|S|+1 are assumed

to be restricted to closed-set classes i.e. ∀i, yi ∈ CCS.
In FSOSR, however, query labels may also belong to
an additional set COS ⊂ Cnovel of open-set classes i.e.
∀ i > |S|, yi ∈ CCS ∪ COS with CCS ∩ COS = ∅. For easy
referencing, we refer to query samples from the closed-set
classes CCS as inliers and to query samples from open-set
classes COS as outliers. For each query image xi, the goal of
FSOSR is to simultaneously assign a closed-set prediction
and an outlierness (or equivalently inlierness) score.

Transductive FSOSR. As a growing part of the Few-Shot
literature, Transductive Few-Shot Learning assumes that un-
labelled samples from the query set are observed at once,
such that the structure of unlabelled data can be leveraged
to help constrain ambiguous few-shot tasks. Transductive
methods have achieved impressive improvements over in-
ductive methods in standard closed-set FSC [4,9,14,52]. We
expect that transductive methods can help us improve overall
open-set performance. While we find this to generally hold
for closed-set predictive performance, we empirically show
in sec:experiments that accuracy gains systematically come
along significant outlier detection degradation, indicating
that transductive methods are not equipped to handle open-
set recognition. In the following, we take up the challenge of
designing a transductive optimization framework that lever-
ages the presence of outliers to improve its performance.

Standard Likelihood OSLO

Outliers from query set

Inliers from query set

Fitted model 

Support set (classes 0/1)

 inlierness score

<latexit sha1_base64="362EucAlPTb7nJl8ZSjotme9Usw=">AAACEXicbVDLSsNAFJ34rPUVdelmsAgVpCRSVHBTdOOygn1AE8JkMmmHTB7MTMQS8gtu/BU3LhRx686df+OkzaK2HhjmcM693HuPmzAqpGH8aEvLK6tr65WN6ubW9s6uvrffFXHKMengmMW87yJBGI1IR1LJSD/hBIUuIz03uCn83gPhgsbRvRwnxA7RMKI+xUgqydHrSd1yY+aJcai+7DE/hcEVnJWsMM2d4MTRa0bDmAAuErMkNVCi7ejflhfjNCSRxAwJMTCNRNoZ4pJiRvKqlQqSIBygIRkoGqGQCDubXJTDY6V40I+5epGEE3W2I0OhKPZTlSGSIzHvFeJ/3iCV/qWd0ShJJYnwdJCfMihjWMQDPcoJlmysCMKcql0hHiGOsFQhVlUI5vzJi6R71jDPG827Zq11XcZRAYfgCNSBCS5AC9yCNugADJ7AC3gD79qz9qp9aJ/T0iWt7DkAf6B9/QLZ3Z2t</latexit>

p(x, k; µk)

<latexit sha1_base64="bmYo6StmxcTTBUHJD1cUBr2pFIo=">AAAB6nicbVBNS8NAEJ3Ur1q/qh69LBbBU0lE1GPRi8eK9gPaUDbbSbt0swm7G7GE/gQvHhTx6i/y5r9x2+agrQ8GHu/NMDMvSATXxnW/ncLK6tr6RnGztLW9s7tX3j9o6jhVDBssFrFqB1Sj4BIbhhuB7UQhjQKBrWB0M/Vbj6g0j+WDGSfoR3QgecgZNVa67z7xXrniVt0ZyDLxclKBHPVe+avbj1kaoTRMUK07npsYP6PKcCZwUuqmGhPKRnSAHUsljVD72ezUCTmxSp+EsbIlDZmpvycyGmk9jgLbGVEz1IveVPzP66QmvPIzLpPUoGTzRWEqiInJ9G/S5wqZEWNLKFPc3krYkCrKjE2nZEPwFl9eJs2zqndRPb87r9Su8ziKcATHcAoeXEINbqEODWAwgGd4hTdHOC/Ou/Mxby04+cwh/IHz+QNe043e</latexit>

⇠

Figure 1. Intuition behind OSLO. Standard transductive likeli-
hood (left) tries to enforce high likelihood for all points, including
outliers. OSLO (right) instead treats the outlierness of each sample
as a latent variable to be solved alongside the parametric model. Be-
sides yielding a principled outlierness score for open-set detection,
it also allows the fitted parametric model to effectively disregard
samples deemed outliers, and therefore provide a better approxima-
tion of underlying class-conditional distributions.

4. Open-Set Likelihood
In this section, we introduce OSLO, a novel extension of

the standard likelihood designed for transductive FSOSR.
Unlike existing transductive methods, OLSO explicitly
models and handles the potential presence of outliers, which
allows it to outperform inductive baselines on both aspects
of the open-set scenario.

Observed variables. We start by establishing the observed
variables of the problem. As per the traditional setting,
we observe images from the support set {xi}|S|i=1 and their
associated labels {yi}|S|i=1. The transductive setting also
allows us to observe images from the query set. For notation
convenience, we concatenate all images in X = {xi}|S|+|Q|

i=1 .

Latent variables. Our goal is to predict the class of each
sample in the query set Q, as well as their inlierness, i.e.
the model’s belief in a sample being an inlier or not. This
naturally leads us to consider latent class assignments
zi ∈ ∆K describing the membership of sample i to each
closed-set class, with ∆K = {z ∈ [0, 1]K : zT1 = 1}
the K-dimensional simplex. Additionally, we consider
latent inlierness scores ξi ∈ [0, 1] close to 1 if the model
considers sample i as an inlier. For notation convenience,
we consider latent assignments and inlierness scores for
all samples, including those from the support, and group
everything in Z = {zi}|S|+|Q|

i=1 and ξ = {ξi}|S|+|Q|
i=1 . Note

that support samples are inliers, and we know their class.
Therefore ∀i ≤ |S|, the constraints zi = yi and ξi = 1 will
be imposed, where yi is the one-hot encoded version of yi

Parametric model. The final ingredient we need to formu-
late is a parametric joint model over observed features and as-
signments. Following standard practice, we model the joint
distribution as a balanced mixture of standard Gaussian distri-
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butions, parameterized by the centroids µ = {µ1, . . . ,µK}:

p(x, k;µ) = p(k)p(x|k) ∝ exp(−∥ϕθ(x)− µk∥2
2

) (1)

As mentioned in sec:fsosrsetting, thefeatureextractor′sparametersθ
are kept frozen, and only µ will be optimized.
Objective. Using the i.i.d. assumption, we start by writing
the standard likelihood objective:

p(X,Z;µ) =

|S|+|Q|∏
i=1

K∏
k=1

p(xi, k;µ)
zik (2)

Without loss of generality, we consider the log-likelihood:

log(p(X,Z;µ)) =

|S|+|Q|∑
i=1

K∑
k=1

zik log(p(xi, k;µ)) (3)

Eq. (3) tries to enforce a high likelihood of all samples
under our parametric model p. This becomes sub-optimal
in the presence of outliers, which should ideally be disre-
garded. fig:likelihood illustrates this phenomenon on a toy
2D drawing. To downplay this issue, we introduce Open-
Set Likelihood Optimization (OSLO), a generalization of
the standard likelihood framework, which leverages latent
inlierness scores to weigh samples:

LO(X,Z, ξ;µ) =

|S|+|Q|∑
i=1

ξi

K∑
k=1

zik log (p(xi, k;µ)) (4)

Eq (4) can be interpreted as follows: samples believed to be
inliers i.e. ξi ≈ 1 will be required to have high likelihood
under our model p, whereas outliers won’t. Note that ξ is
treated as a variable of optimization, and is co-optimized
alongside µ and Z. Finally, to prevent overconfident latent
scores, we consider a penalty term on both Z and ξ:

Lsoft =

|S|+|Q|∑
i=|S|+1

λzH(zi) + λξH(ξi) (5)

where ξi = [1 − ξi, ξi], and H(p) = −p⊤ log(p) denotes
the entropy, which encourages smoother assignments.
Optimization. We are now ready to formulate OSLO’s
optimization problem:

max
µ,Z,ξ

LO(Z, ξ,µ) + Lsoft(Z, ξ)

s.t zi ∈ ∆K , ξi ∈ [0, 1] ∀ i (6)
zi = yi, ξi = 1, i ≤ |S|

Problem (6) is strictly convex with respect to each variable
when the other variables are fixed. Therefore, we proceed
with a block-coordinate ascent, which alternates three itera-
tive steps, each corresponding to a closed-form solution for
one of the variables.

Proposition 1. OSLO’s optimization problem (6) can be
minimized by alternating the following updates, with σ de-
noting the sigmoid operation:

ξ
(t+1)
i =


1 if i ≤ |S|

σ

(
1

λξ

K∑
k=1

z
(t)
ik log p(xi, k;µ

(t)))

)
else

z
(t+1)
i ∝


yi if i ≤ |S|

exp

(
ξ
(t+1)
i

λz
log p(xi, · ;µ(t))

)
else

µ
(t+1)
k =

1
|S|+|Q|∑
i=1

ξ
(t+1)
i z

(t+1)
ik

|S|+|Q|∑
i=1

ξ
(t+1)
i z

(t+1)
ik ϕθ(xi)

The proof of proposition 1 is performed by derivation of
LO(Z, ξ,µ)+Lsoft(Z, ξ) and deferred to the supplementary
material. The optimal solution for the inlierness score ξi
appears very intuitive, and essentially conveys that samples
with high likelihood under the current parametric model
should be considered inliers. We emphasize that beyond
providing a principled outlierness score, as 1 − ξi, the
presence of ξi allows to refine and improve the closed-set
parametric model. In particular, ξi acts as a sample-wise
temperature in the update of zi, encouraging outliers (ξi ≈
0) to have a uniform distribution over closed-set classes.
Additionally, those samples contribute less to the update of
closed-set prototypes µ, as each sample’s contribution is
weighted by ξi.

5. Experiments
5.1. Experimental setup

Baselines. One goal of this work is to fairly evaluate dif-
ferent strategies to address the FSOSR problem. In par-
ticular, we benchmark 4 families of methods: (i) popular
Outlier Detection methods, e.g. Nearest-Neighbor [28],
(ii) Inductive Few-Shot classifiers, e.g. SimpleShot [42]
(iii) Inductive Open-Set methods formed by standard meth-
ods such as OpenMax [1] and Few-Shot methods such as
Snatcher [16] (iv) Transductive classifiers, e.g. TIM [4],
that implicitly rely on the closed-set assumption, and fi-
nally (v) Transductive Open-Set introduced in this work
through OSLO. Following [16], closed-set few-shot clas-
sifiers are turned into open-set classifiers by considering
the negative of the maximum probability as a measure of
outlierness. Furthermore, we found that applying a center-
normalize transformation ψυ : x 7→ (x− υ)/||x− υ||2 on
the features extracted by ϕθ benefited all methods. There-
fore, we apply it to the features before applying any method,
using an inductive Base centering [42] for inductive meth-
ods υBase = 1

|Dbase|
∑

x∈Dbase
ϕθ(x), and a transductive

24010



Table 1. Standard Benchmarking. Evaluating different families of methods on the FSOSR problem on mini-ImageNet and tiered-ImageNet
using a ResNet-12. For each column, a light-gray standard deviation is indicated, corresponding to the maximum deviation observed across
methods for that metric. Best methods are shown in bold. Results marked with ⋆ are reported from their original paper.

mini-ImageNet

Strategy Method
1-shot 5-shot

Acc AUROC AUPR Prec@0.9 Acc AUROC AUPR Prec@0.9
±0.72 ±0.79 ±0.69 ±0.47 ±0.44 ±0.73 ±0.61 ±0.56

OOD detection

k-NN [28] - 70.86 70.43 58.23 - 76.22 76.36 61.48
IForest [22] - 55.59 55.24 52.18 - 62.80 61.62 54.77

OCVSM [33] - 69.67 69.71 57.35 - 68.49 65.60 59.24
PCA [35] - 67.23 66.50 56.67 - 75.24 75.53 60.73

COPOD [19] - 50.60 51.85 50.92 - 51.63 52.65 51.31
HBOS - 58.26 57.41 53.06 - 61.11 60.18 54.30

Inductive classifiers
SimpleShot [42] 65.90 64.99 63.78 55.77 81.72 70.61 70.06 57.91
Baseline ++ [6] 65.81 65.15 63.85 55.87 81.86 66.37 65.58 56.33

FEAT [48] 67.23 52.45 54.44 50.00 82.00 53.25 56.48 50.00

Inductive Open-Set

PEELER⋆ [21] 65.86 60.57 - - 80.61 67.35 - -
TANE-G⋆ [15] 68.11 72.41 - - 83.12 79.85 - -
SnatcherF [16] 67.23 70.10 69.74 58.02 82.00 76.57 76.97 61.64
OpenMax [1] 65.90 71.34 70.86 58.67 82.23 77.42 77.63 62.35
PROSER [51] 65.00 68.93 68.84 57.03 80.08 74.98 75.58 60.11

Transductive classifiers

LaplacianShot [52] 70.59 53.13 54.59 52.06 82.94 57.17 57.90 52.56
BDCSPN [23] 69.35 57.95 58.58 52.71 82.66 61.27 62.17 53.26
TIM-GD [4] 67.53 62.46 61.05 54.83 82.49 67.19 66.15 56.70
PT-MAP [14] 66.32 59.05 58.67 53.74 78.12 62.78 62.48 54.67
LR-ICI [43] 68.24 49.96 51.61 50.45 81.77 51.82 53.49 50.80

Transductive Open-Set OSLO (ours) 71.73 74.92 74.61 60.95 83.40 82.59 82.34 66.98

tiered-ImageNet
±0.74 ±0.76 ±0.71 ±0.52 ±0.52 ±0.68 ±0.75 ±0.57

OOD detection

k-NN [28] - 73.97 73.15 60.74 - 80.22 80.06 65.47
IForest [22] - 54.57 54.24 51.85 - 62.31 60.82 54.72

OCVSM [33] - 71.22 71.17 58.81 - 71.20 68.23 61.09
PCA [35] - 68.30 67.02 57.66 - 76.26 76.41 61.81

COPOD [19] - 50.87 51.95 51.07 - 52.62 53.48 51.44
HBOS - 57.54 56.67 52.98 - 60.91 59.95 54.15

Inductive classifiers
SimpleShot [42] 70.27 69.78 67.89 58.54 84.94 77.38 76.28 63.21
Baseline ++ [6] 70.21 69.73 67.80 58.50 85.10 73.77 72.39 61.05

FEAT [48] 69.94 52.49 56.74 50.00 83.96 53.30 59.81 50.00

Inductive Open-Set

PEELER⋆ [21] 69.51 65.20 - - 84.10 73.27 - -
TANE-G⋆ [15] 70.58 73.53 - - 85.38 81.54 - -
SnatcherF [16] 69.94 74.02 73.33 60.79 83.96 81.90 81.67 66.89
OpenMax [1] 70.27 72.40 71.91 59.91 85.79 77.91 78.42 63.07
PROSER [51] 68.48 70.07 69.87 57.99 83.34 75.84 76.56 61.12

Transductive classifiers

LaplacianShot [52] 75.66 57.82 58.41 53.67 86.23 63.75 63.65 55.36
BDCSPN [23] 74.07 62.13 61.84 54.53 85.65 67.41 67.57 56.30
TIM-GD [4] 72.56 68.08 65.97 57.84 85.70 74.67 73.06 61.59
PT-MAP [14] 71.13 64.48 62.94 56.25 82.81 71.08 69.89 59.11
LR-ICI [43] 73.80 49.32 51.41 50.35 85.21 51.65 53.85 50.79

Transductive Open-Set OSLO (ours) 76.64 79.06 79.07 64.36 86.35 86.92 87.28 71.98
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Figure 2. OSLO improves open-set performances on a wide variety of tasks. Relative 1-shot performance of the best methods of each
family w.r.t the Strong baseline using a ResNet-12, across a set of 5 scenarios, including 3 with domain-shift. Each vertex represents one
scenario, e.g. tiered→Fungi (x) means the feature extractor was pre-trained on tiered-ImageNet, test tasks are sampled from Fungi, and the
Strong Baseline performance is x. For each method, the average relative improvement across the 5 scenarios is reported in parenthesis in the
legend. The same charts are provided in the supplementary materials for the 5-shot setting and using a WideResNet backbone.

Task centering [14] υTask = 1
|S∪Q|

∑
x∈S∪Q ϕθ(x) for all

transductive methods. Since features are normalized, we
empirically found it beneficial to re-normalize centroids
µk ← µk/||µk||2 after each update from Prop. 1, which we
show in the Appendix remains a valid minimizer of Eq. (6)
when adding the constraint ||µk||2 = 1.
Hyperparameters. For all methods, we define a grid over
salient hyper-parameters and tune over the validation split
of mini-ImageNet. To avoid cumbersome per-dataset tuning,
and evaluate the generalizability of methods, we then keep
hyper-parameters fixed across all other experiments.
Architectures and checkpoints. To provide the fairest
comparison, all non-episodic methods are tuned and tested
using off-the-shelf pre-trained checkpoints. All results ex-
cept fig:barplots are produced using the pre-trained ResNet-
12 and Wide-ResNet 28-10 checkpoints provided by the
authors from [48]. As for episodically-finetuned models
required by Snatcher [16] and FEAT [48], checkpoints are
obtained from the authors’ respective repositories. Finally,
to challenge the model-agnosticity of our method, we resort
to an additional set of 10 ImageNet pre-trained models cov-
ering three distinct architectures: ResNet-50 [13] for CNNs,
ViT-B/16 [10] for vision transformers, and Mixer-B/16 [37]
for MLP-Mixer. These models are taken from the excellent
TIMM library [45].
Datasets and tasks. We experiment with a total of 5 vision
datasets. As standard FSC benchmarks, we use the mini-
ImageNet [41] dataset with 100 classes and the larger tiered-
ImageNet [29] dataset with 608 classes. We also experiment
on more challenging cross-domain tasks formed by using
3 finer-grained datasets: the Caltech-UCSD Birds 200 [44]
(CUB) dataset, with 200 classes, the FGVC-Aircraft dataset
[25] with 100 classes, and the Fungi classification challenge
[34] with 1394 classes. Following standard FSOSR protocol,
support sets contain |CCS| = 5 closed-set classes with 1 or 5

instances, or shots, per class, and query sets are formed by
sampling 15 instances per class, from a total of ten classes:
the five closed-set classes and an additional set of |COS| = 5
open-set classes. We follow this setting for a fair comparison
with previous works [16, 21] which sample open-set query
instances from only 5 classes. We also report results in
supplementary materials for a more general setting in which
open-set query instances are sampled indifferently from all
remaining classes in the test set.

5.2. Results

Simplest inductive methods are competitive. The first
surprising result comes from analyzing the performances
of standard OOD detectors on the FSOSR problem. Fig. 1
shows that k-NN and PCA outperform, by far, arguably
more advanced methods that are OCVSM and Isolation For-
est. This result contrasts with standard high-dimensional
benchmarks [50] where k-NN falls typically short of the
latter, indicating that the very difficult challenge posed by
FSOSR may lead advanced methods to overfit. In fact, Fig.
2 shows that across 5 scenarios, the combination SimpleShot
[42]+ k-NN [28] formed by the simplest FS-inductive clas-
sifier and the simplest inductive OOD detector is a strong
baseline that outperforms all specialized open-set methods.
We refer to this combination as Strong baseline in Figures 2
and 4. Additional results for the Wide-ResNet architecture
are provided in the supplementary material.
Transductive methods still improve accuracy but degrade
outlier detection. As shown in Table 1, most transductive
classifiers still offer a significant boost in closed-set accuracy,
even in the presence of outliers in the query set. Note that
this contrasts with findings from the semi-supervised litera-
ture, where standard methods drop below the baseline in the
presence of even a small fraction of outliers [8, 17, 31, 49].
We hypothesize that the deliberate under-parametrization of
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Figure 3. OSLO improves performance even with few queries. We study the closed-set (accuracy) and open-set (AUROC) performance
of transductive methods depending on the size of the query set on tiered-ImageNet in the 1-shot and 5-shot settings. The total size |Q| of the
query set is obtained by multiplying the number of queries per class NQ by the number of classes in the task (i.e. 5) and adding as many
outlier queries e.g. NQ = 1 corresponds to 1 query per class and 5 open-set queries i.e. |Q| = 10. We add the inductive method k-NN +
SimpleShot to compare with a method that is by nature independent of the number of queries. The results for mini-ImageNet are provided in
the supplementary materials.

few-shot methods –typically only training a linear classifier–,
required to avoid overfitting the support set, partly explains
such robustness. However, transductive methods still largely
underperform in outlier detection, with AUROCs as low
as 52 % (50% being a random detector) for LaplacianShot.
Note that the outlierness score for these methods is based
on the negative of the maximum probability, therefore this
result can be interpreted as transductive methods having arti-
ficially matched the prediction confidence for outliers with
the confidence for inliers.

OSLO achieves the best trade-off. Benchmark results
in Fig. 1 show that OSLO surpasses the best transductive
methods in terms of closed-set accuracy, while consistently
outperforming existing out-of-distribution and open-set de-
tection competitors on outlier detection ability. Interestingly,
while the gap between closed-set accuracy of transductive
methods and inductive ones typically contracts with more
shots, the outlier detection performance of OSLO remains
largely superior to its inductive competitors even in the 5-
shot scenario, where a consistent 3-6% gap in AUROC and
AUPR with the second-best method can be observed. We
accumulate further evidence of OSLO’s superiority by in-
troducing 3 additional cross-domain scenarios in Fig. 2, cor-
responding to a base model pre-trained on tiered-ImageNet,
but tested on CUB, Aircraft, and Fungi datasets. In such chal-
lenging scenarios, where both feature and class distributions
shift, OSLO remains competitive in closed-set accuracy and
largely outperforms other methods in outlier detection.

OSLO benefits from more query samples. A critical
question for transductive methods is the dependency of their
performance on the size of the query set. Intuitively, a larger
query set will provide more unlabeled data and thus lead to
better results. We exhibit this relation in fig:variate-query-

Table 2. OSLO’s ablation study along two factors de-
scribed in sec:ablationstudy.Resultsareproducedonthe1 −
shotscenarioonmini − ImageNet, withaResNet− 12.

(i) Inlierness latent Acc AUROC

Ignore (3) 69.42 64.97
Leverage (4) 71.73 74.92

(ii) Optimization steps Acc AUROC

At initialization 66.63 71.76
After optimization 71.73 74.92

tiered by spanning the number of queries per class from
1 to 30. We observe that the closed-set accuracy of most
transductive methods is stable across this span in the 5-shot
scenario. In the 1-shot scenario, OSLO gains from addi-
tional queries but stays above the baseline even with a small
number of queries. Interestingly enough, OSLO is the only
transductive method to improve its outlier detection ability
when the number of queries increases.

OSLO steps toward model-agnosticity. We evaluate
OSLO’s model-agnosticity by its ability to maintain con-
sistent improvement over the Strong Baseline, regardless
of the model used, and without hyperparameter adjustment.
In that regard, we depart from the standard ResNet-12 and
cover 3 largely distinct architectures, each encoding differ-
ent inductive biases. To further strengthen our empirical
demonstration of OSLO’s model-agnosticity, for each ar-
chitecture, we consider several training strategies spanning
different paradigms – unsupervised, supervised, semi and
semi-weakly supervised – and using different types of data
–image, text–. Results in fig:barplots show the relative im-
provement of OSLO w.r.t the strong baseline in the 1-shot
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Figure 4. OSLO’s improvement is consistent across many architectures and training strategies. To evaluate model-agnosticity, we
compare OSLO to the Strong baseline on challenging 1-shot Fungi tasks. We experiment across 3 largely distinct architectures: ResNet-50
(CNN) [13], ViT-B/16 (Vision Transformer) [10], and Mixer-B/16 (MLP-Mixer) [37]. For each architecture, we include different types of
pre-training, including Supervised (Sup.), Semi-Supervised, Semi-Weakly Supervised (SW Sup.) [46], DINO [5], SAM [7], MIIL [30].
Improvements over the baseline are consistently significant and generally higher than those observed with the ResNet-12 in fig:spidercharts.

scenario on the ∗ → Fungi benchmark. Without any tun-
ing, OSLO remains able to leverage the strong expressive
power of large-scale models, and even consistently widens
the gap with the strong baseline, achieving a remarkable
performance of 79% accuracy and 81% AUROC with the
ViT-B/16. This set of results testifies to how easy obtaining
highly competitive results on difficult specialized tasks can
be by combining OSLO with the latest models.

Ablation study. We perform an ablation study on the im-
portant ingredients of OSLO. As a core contribution of our
work, we show in Tab. 2 that the presence and optimization
of the latent inlierness scores is crucial. In particular, the
closed-form latent score ξ yields strong outlier recognition
performance, even at initialization (i.e. after the very first
update from Prop. 1). Interestingly, refining the paramet-
ric model without accounting for ξ in Z and µ’s updates
(i.e. standard likelihood) allows the model to fit those out-
liers, leading to significantly worse outlier detection, from
71.76% to 64.97%. On the other hand, accounting for ξ, as
proposed in OSLO, improves the outlier detection by more
than 3% over the initial state, and closed-set accuracy by
more than 5%. In the end, in a fully apples-to-apples compar-
ison, OSLO outperforms its standard likelihood counterpart
by more than 2% in accuracy and 10% in outlier detection.
We strengthen this ablation study in the Appendix.

6. Discussion

Limitations. Unlike inductive methods, transductive meth-
ods are inevitably affected by the amount of unlabelled data

provided, which in real-world scenarios cannot necessarily
be controlled. OSLO is no exception, and fewer query sam-
ples tend to decrease its performance. In the extreme case
with only 1 sample per class, OSLO’s performance comes
close to our inductive baseline. In those scenarios where
unlabelled data is particularly scarce, the benefits brought
by transduction remain therefore limited. As a second lim-
itation, poorer representations appear to diminish OSLO’s
competitive advantage in closed-set accuracy. In particular,
OSLO’s closed-set accuracy stands more than 6% above the
baseline on the tiered→ tiered scenario but reduces to 2%
in the most challenging-domain scenario tiered→ Aircraft.
Fig. 4 further corroborates this hypothesis, with OSLO’s
accuracy outperforming the baseline’s by 9% with the best
transformer, but by only 2.7% on the least performing model.

Conclusion. We presented OSLO, the first transductive
method for FSOSR. OSLO extends the vanilla maximum
likelihood objective in two important ways, First, it accounts
for the constraints imposed by the provided supervision.
More importantly, it explicitly models the potential presence
of outliers in its very latent model, allowing it to co-learn the
optimal closed-set model and outlier assignments. Beyond
FSOSR, we believe OSLO presents a general, conceptually
simple, and completely modular formulation to leverage
unlabelled data in the potential presence of outliers. That, of
course, naturally extends to other classification settings, such
as large-scale open-set detection, but to other tasks as well,
such as segmentation in which background pixels could be
viewed as outliers with respect to closed-set classes. We
hope OSLO inspires further work in that direction.
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