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Abstract

We propose an approach for adversarial attacks on dense
prediction models (such as object detectors and segmenta-
tion). It is well known that the attacks generated by a single
surrogate model do not transfer to arbitrary (blackbox) vic-
tim models. Furthermore, targeted attacks are often more
challenging than the untargeted attacks. In this paper, we
show that a carefully designed ensemble can create effec-
tive attacks for a number of victim models. In particular, we
show that normalization of the weights for individual mod-
els plays a critical role in the success of the attacks. We then
demonstrate that by adjusting the weights of the ensemble
according to the victim model can further improve the per-
formance of the attacks. We performed a number of experi-
ments for object detectors and segmentation to highlight the
significance of the our proposed methods. Our proposed
ensemble-based method outperforms existing blackbox at-
tack methods for object detection and segmentation. Finally
we show that our proposed method can also generate a sin-
gle perturbation that can fool multiple blackbox detection
and segmentation models simultaneously. Code is available
at https://github.com/CSIPlab/EBAD.

1. Introduction

Computer vision models (e.g., classification, object de-
tection, segmentation, and depth estimation) are known
to be vulnerable to carefully crafted adversarial exam-
ples [4, 11, 16, 17, 46]. Creating such adversarial attacks is
easy for whitebox models, where the victim model is com-
pletely known [14,16,24,37,55]. In contrast, creating adver-
sarial attacks for blackbox models, where the victim model
is unknown, remains a challenging task [1, 33, 54]. Most
of the existing blackbox attack methods have been devel-
oped for classification models [10, 21, 35, 47]. Blackbox
attacks for dense prediction models such as object detec-
tion and segmentation are relatively less studied [4, 17, 27],
and most of the existing ones mainly focus on untargeted
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Figure 1. Illustration of the targeted ensemble-based blackbox attack.
(Top) Attack generated by a single surrogate model does not transfer on
the victim blackbox model (person does not map to car). (Bottom) Attack
generated by weight balancing and optimization can transfer on a variety
of victim models (person is mapped to car).

attacks [17]. Furthermore, a vast majority of these methods
are based on transfer attacks, in which a surrogate (white-
box) model is used to generate the adversarial example that
is tested on the victim model. However, the success rate of
such transfer-based attacks is often low, especially for tar-
geted attacks [10, 21, 47].

In this paper, we propose and evaluate an ensemble-
based blackbox attack method for objection detection and
segmentation. Our method is inspired by three key obser-
vations: 1) targeted attacks generated by a single surrogate
model are rarely successful; 2) attacks generated by an en-
semble of surrogate models are highly successful if the con-
tribution from all the models is properly normalized; and
3) attacks generated by an ensemble for a specific victim
model can be further improved by adjusting the contribu-
tions of different surrogate models. The overall idea of
the proposed work is illustrated in Fig. 1. Our proposed
method can be viewed as a combination of transfer- and
query-based attacks, where we can adjust the contribution
based on the feedback from the victim model using a small
number of queries (5–20 in our experiments). In contrast,
conventional query-based attacks require hundreds or thou-
sands of queries from the victim model [9, 19, 22, 49].

We conduct comprehensive experiments to validate our
proposed method and achieve state-of-the-art performance
for both targeted and untargeted blackbox attacks on ob-
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ject detection. Specifically, our proposed method attains
29–53% success rate using only 5 queries for targeted at-
tacks on object detectors, whereas the current state-of-the-
art method [4] achieves 20–39% success rate with the same
number of queries. Furthermore, we extend our evalua-
tion to untargeted and targeted attacks on blackbox seman-
tic segmentation models. Our method achieves 0.9–1.55%
mIoU for untargeted and 69–95% pixel-wise success for tar-
geted attacks. By comparison, the current state-of-the-art
method [17] obtains 0.6–7.97% mIoU for untargeted attacks
and does not report results for targeted attacks. To the best
of our knowledge, our work is the first approach for targeted
and query-based attacks for semantic segmentation.

Below we summarize main contributions of this work.
• We design a novel framework that can effectively attack

blackbox dense prediction models based on an ensemble
of surrogate models.

• We propose two simple yet highly effective ideas, namely
weight balancing and weight optimization, with which
we can achieve significantly better attack performance
compared to existing methods.

• We extensively evaluate our method for targeted and un-
targeted attacks on object detection and semantic seg-
mentation models and achieve state-of-the-art results.

• We demonstrate that our proposed method can generate
a single perturbation that can fool multiple blackbox de-
tection and segmentation models simultaneously.

2. Related work
Blackbox adversarial attacks. In the context of blackbox
attacks, the attacker cannot access the model parameters or
compute the gradient via backpropagation. Blackbox attack
methods can be broadly divided into two groups: transfer-
based [25, 33, 39, 40] and query-based attacks [9, 22, 49].
Transfer-based attacks rely on the assumption that surrogate
models share similarities with the victim model, such that
an adversarial example generated for the surrogate model
can also fool the victim model. Query-based methods gen-
erate attacks by searching the adversarial examples space
based on the feedback obtained from the victim model
through queries. They can often achieve higher success rate
but may require a large number of queries.
Ensemble-based attacks. Ensemble-based attacks lever-
age the idea of transfer attack and assume that if an adver-
sarial example can fool multiple models simultaneously, the
chances of fooling an unseen model are higher [14, 33, 56].
Recently, some methods have combined ensemble-based
transfer attacks with limited feedback from the victim mod-
els to improve the overall success rate [19,21,26,35,45,47].
These methods have mainly focused on classification mod-
els, and ensemble attacks on dense prediction tasks such as
object detection and semantic segmentation are relatively

less studied, especially for targeted attacks [52].
Attacks against object detectors and segmentation.
Dense (pixel-level) prediction tasks such as object detec-
tion and semantic segmentation have higher task complex-
ities [50] compared to classification tasks. Existing attacks
on object detectors mainly focus on whitebox setting, al-
though there are a few exceptions [3, 51]. A recent study
[4] generates blackbox attacks on object detectors by us-
ing a surrogate ensemble and context-aware attack-based
queries. Another approach [51] trains a generative model
to generate transferable attacks. While some patch-based
attacks [32, 44] are effective, the patches are easily notice-
able. Recent works [17, 18] have investigated adversarial
robustness for semantic segmentation and proposed a trans-
ferable untargeted attack using a single surrogate model.
While most existing methods are based on a single surro-
gate model, we demonstrate that using multiple surrogates
with weight balancing/search in the attack generation pro-
cess, we can generate more effective adversarial examples
for both untargeted and targeted scenarios, as well as for
various types of dense prediction tasks.

3. Method

3.1. Preliminaries

We consider a per-instance attack scenario in which we
generate adversarial perturbation δ for a given image x. To
keep the perturbation imperceptible, we bound its ℓp norm
as ∥δ∥p ≤ ε. In our experiments, we mainly use ℓ∞ or max
norm that limits the maximum level of perturbation. Our
goal is to find δ such that the perturbed image, x⋆ = x+ δ,
can disrupt a victim image recognition system fv to make
wrong predictions. Suppose the original prediction for the
clean image x is y = fv(x). The attack goal is f(x⋆) ̸= y
for untargeted attack, and f(x⋆) = y⋆ for targeted attack,
where y⋆ is the desired output (e.g., label or bounding box
or segmentation map).

For classification models, the label y ∈ R is a scalar.
However, dense prediction models can have more complex
output space. For object detection, the variable-length out-
put y ∈ RK×6, where K is the number of detected objects,
and each object label and position are encoded in a vector
of length 6 that include the object category, bounding box
coordinates, and confidence score. Some other tasks like
keypoint detection and OCR are similar to object detection.
For semantic segmentation, the prediction y ∈ RH×W is
per-pixel classification, where H and W are the height and
width of the input image, respectively. Depth and optical
flow estimation tasks have similar output structure.

The adversarial loss functions for object detection and
semantic segmentation can be defined using their respec-
tive training or prediction loss functions. Let us consider
a whitebox model f and an input image x with output
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y = f(x). For untargeted attack, we can search for the
adversarial example x⋆ by solving the following maximiza-
tion problem:

x⋆ = argmax
x

L(f(x), y), (1)

where L(f(x), y) represents the training loss of the model
with input x and output y. For targeted attacks, with a target
output y⋆, we solve the following minimization problem:

x⋆ = argmin
x

L(f(x), y⋆). (2)

Different from classification, which mostly use cross-
entropy loss across different models, dense predictions have
different loss functions for different models due to the com-
plexity of the output space and diversity of the architectures.
For example, two-stage object detector, including Faster
RCNN [43], has losses for object classification, bound-
ing box regression, and losses on the region proposal net-
work (RPN). But for one-stage object detectors like YOLO
[41,42], they do not have losses corresponding to RPN. Due
to the large variability of the loss functions used in different
dense prediction models, we use the corresponding training
loss L for each model as the optimization loss to guide the
backpropagation.

We employ PGD [37] to optimize the perturbation as

δt+1 = Πε

(
δt − λ sign(∇δL(f(x+ δt), y⋆))

)
, (3)

for targeted attack and

δt+1 = Πε

(
δt + λ sign(∇δL(f(x+ δt), y))

)
, (4)

for untargeted attack. Here t indicates the attack step, λ
is the step size, and Πε projects the perturbation into a ℓp
norm ball with radius ε. In the rest of the paper, we focus
on targeted attacks without loss of generalization.

3.2. Ensemble-based attacks

In an ensemble-based transfer attack, we use an ensem-
ble of N surrogate (whitebox) models: F = {f1, . . . , fN}
to generate perturbations to attack the victim model fv.
Note that if the ensemble has a single model, then such an
attack becomes a simple transfer attack with a single surro-
gate model. Let us denote the training loss function for ith
model as Li(fi(x), y

∗). A natural approach to combine the
loss functions of all surrogate models is to compute an av-
erage or weighted average of the individual loss functions.
For instance, we can generate the adversarial image by solv-
ing the following optimization problem:

x⋆(α) = argmin
x

N∑
i=1

αiLi(fi(x), y
⋆), (5)
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Figure 2. Distribution of losses for different object detection models.
P(Li(fi(x), y

⋆)). Calculated on 500 images from VOC dataset.

where x⋆(α) is a function of the weights of the ensemble
α = {α1, . . . , αN}. One of our key observations is that the
choice of weights plays a critical role in the transfer attack
success rate of the ensemble models.
Weight balancing (victim model agnostic). In ensemble-
based transfer attacks, we build on the intuition that if an
adversarial example can fool all models simultaneously, it
would potentially be more transferable to any unseen vic-
tim model. This concept has been empirically corroborated
by numerous works [14, 33]. However, most attack meth-
ods have only been verified on classification models, all of
which use the same cross-entropy loss and yield similar loss
values. In contrast, the loss functions for object detectors in
an ensemble can differ significantly and cover a large range
of values (as shown in Fig. 2). In such cases, models with
large loss terms heavily influence the optimization proce-
dure, reducing the attack success rate for models with small
losses (see Tab. 1). To overcome this issue, we propose
a simple yet effective solution to balance the weights as-
signed to each model in the ensemble as follows. For each
input image x and target output y⋆, we adjust the weight for
ith surrogate model loss as

αi =

∑N
i=1 Li(fi(x), y

⋆)

NLi(fi(x), y⋆)
. (6)

The weights are adjusted in a whitebox setting as it allows
us to measure the loss of each whitebox model accurately.
The purpose of weight balancing is to ensure that all surro-
gate models can be successfully attacked, making the gener-
ated example more adversarial for blackbox victim models.
Weight optimization (victim model specific). Note that
the weight normalization, as discussed above, is agnostic to
the victim model. We further observe that such transfer-
based attacks can be further improved by optimizing the
weights of the ensemble according to the victim model, in-
put image, and target output. In particular, we can change
the individual αi to create the perturbations that reduce the
victim model loss Lv. To achieve this goal, we need to solve
the following optimization problem with respect to α:

α⋆ = argmin
α

Lv(fv(x
⋆(α)), y⋆). (7)
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The optimization problem in (7) is a nested optimization
that we can solve as an alternating minimization routine.
Step 0. Given input x, output y⋆, and surrogate ensemble
F , we initialize α using (6).
Step 1. Solve (5) to generate an adversarial example x⋆(α).
Step 2. Test the victim model. Stop if attack is successful;
otherwise, change one of the αi and repeat Step 1.

In our experiments, we update the αi in a cyclic manner
(one coordinate at a time) as αi ± γ in Step 2, where γ
denotes a step size. In every round, we select the value
of αi that provides smallest value of the victim loss. We
count the number of queries as the number of times we test
the generated adversarial example on the victim model and
denote it as Q in our experiments.

4. Experiments
To evaluate the effectiveness of our method, we per-

formed extensive experiments on attacking various object
detection and semantic segmentation models. We first show
that the attacks generated by a single surrogate model fail
to transfer to arbitrary victim models. Then we show that
the attack transfer rate can be increased by using an ensem-
ble with weight balancing. Additional optimization of the
weights surrogates for each victim model can further im-
prove the attack performance. Finally, we show that we can
generate single perturbations to fool object detectors and
semantic segmentation models simultaneously.

4.1. Experiment setup

4.1.1 Object detection

Models and datasets. We utilize MMDetection [7]
toolbox to select various model architectures and weights
pre-trained on COCO 2017 dataset [30]. To con-
struct the surrogate ensemble, we start with two widely
used models, Faster R-CNN [43] and YOLO [41,
42], and expand the ensemble by appending models
with different architectures, including {FCOS [48], Grid
R-CNN [36], SSD [31]}. We select different victim mod-
els, including {RetinaNet [29], Libra R-CNN [38],
FoveaBox [23], FreeAnchor [59], DETR [6]}. We eval-
uate attack performance on COCO 2017 [30] and Pascal
VOC 2007 [15] datasets. Since the models from this repos-
itory are trained on COCO, which contains 80 object cat-
egories (a superset of VOC dataset’s 20 categories), while
testing on VOC dataset, we only return the objects that exist
in VOC. We follow the setup in [4] and randomly select 500
images containing multiple (2–6) objects from VOC 2007
test and COCO 2017 validation sets.
Evaluation metrics. We mainly focus on targeted attacks
for object detection since they are more challenging than
untargeted or vanishing attacks. We measure the perfor-
mance of the attack using attack success rate (ASR), which

equals the number of successfully attacked images over the
total number of attacks. We follow the setting in [4], where
if the target label is detected within the victim object region
with IOU > 0.3, the attack is determined a success.
Perturbation and query budget. We tested different per-
turbation levels with ℓ∞ = {10, 20, 30} out of 255. We use
at most 10 queries for attacking object detectors, and we
show the trends of how ASR increases with the number of
queries. To align with [4] that uses 5 attack plans, we set
the maximum query budget to Q = 5 in Tab. 1.
Comparing methods. We compare with [4], which is a
state-of-the-art transfer-based approach that leverages con-
text information to design attack plans to iteratively attack
the victim object. The method generates different perturba-
tions by iterating over a set of predefined attacks, and the
total number of queries is the number of attempted attacks.
BASES [3] is a recent work on ensemble-based blackbox
attacks, which mainly focused on classification tasks and
did not consider the loss distributions of different surrogate
models. In our experiments, the ensemble with weight opti-
mization and without balancing is equivalent to BASES [3].

4.1.2 Semantic segmentation

Models and datasets. We use MMSegmentation [12]
toolbox to select different model architectures and weights
pre-trained on Cityscapes [13] (x ∈ R512×1024×3) and
Pascal VOC (x ∈ R512×512×3) datasets. We select
PSPNet [60] and DeepLabV3 [8] with ResNet50 and
ResNet101 [20] backbones as our blackbox victim mod-
els. For the surrogate ensemble, we start with the pri-
mary semantic segmentation model FCN [34], and ex-
pand the ensemble with {UPerNet [53], PSANet [61],
GCNet [5], ANN [62], EncNet [57]}. All models are
built on ResNet50 [20] backbone trained with the cross-
entropy loss. The loss values across all surrogate mod-
els have similar range; therefore, the effect of weight bal-
ancing for semantic segmentation is not as significant as
it is for object detection. We use validation datasets from
Cityscapes [13] and Pascal VOC 2012, which contains 500
and 1499 images with 19 and 21 classes, respectively.
Evaluation metrics. We use different metrics for untar-
geted and targeted attack performance evaluation. In untar-
geted experiments, the attack performance is evaluated us-
ing the mIoU score (in percentage %), the lower mIoU score
the better attack performance. For targeted experiments, we
report the pixel success ratio (PSR), which indicates the per-
centage of pixels successfully assigned the desired label in
the target region, the higher the better attack performance.
Perturbation and query budget. We use the perturbation
budget ℓ∞ ≤ 8 out of 255 and query budget Q = 20.
Comparing methods. We compare with dynamic scale
(DS) attack [17] which is the most recent method that
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Table 1. Targeted attack success rate (%) of different methods at different perturbation budgets on VOC dataset. For each perturbation level, the first 4
rows correspond to different settings of our attacks, i.e. with (✓) or without (✗) weight balancing and weight optimization. We show comparison with
context-aware attack [4], the state-of-the-art method for query-based blackbox attacks.

Perturbation
Budget

Weight
Balancing

Weight
Optimization

Surrogate Ensemble Blackbox Victim Models (ASR ↑)
FRCNN YOLOv3 Retina Libra Fovea Free DETR

ℓ∞ = 10

✗ ✗ 27.9 91.5 11.6 9.2 9.0 13.4 5.6
✗ ✓ 61.4 99.4 24.3 28.0 22.4 31.0 15.4
✓ ✗ 71.1 85.7 30.9 33.4 27.2 36.0 12.2
✓ ✓ 86.0 96.9 53.2 56.6 47.2 57.4 29.0

Context-aware Attack [4] 55.8 75.6 22.6 20.4 33.6 39.2 20.2

ℓ∞ = 20

✗ ✗ 40.1 92.2 16.9 20.4 15.4 23.2 9.7
✗ ✓ 77.7 99.8 41.0 45.4 37.8 47.0 22.5
✓ ✗ 82.7 89.8 41.0 50.4 44.8 57.0 21.6
✓ ✓ 94.6 98.0 66.9 74.4 68.0 79.4 48.0

Context-aware Attack [4] 78.6 87.2 35.2 38.4 51.6 56.6 34.0

ℓ∞ = 30

✗ ✗ 43.4 91.1 17.1 22.6 17.4 27.2 11.4
✗ ✓ 82.7 99.6 47.2 54.8 47.0 57.4 33.4
✓ ✗ 85.3 90.2 48.8 56.8 45.6 59.6 29.2
✓ ✓ 96.0 98.1 78.9 82.8 76.8 83.0 58.8

Context-aware Attack [4] 80.6 88.0 42.0 44.2 56.8 63.6 40.2
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Figure 3. Attack success rate (or fooling rate) vs number of queries (Q). The maximum value of Q is set to 10 for these results.

achieves the highest attack transfer rate on semantic seg-
mentation untargeted attacks.

4.2. Attacks against object detection

Following settings in [4], we randomly select one object
from the output of victim model as the victim object and
perturb it into a target object that does not exist in the orig-
inal detection. This approach rules out the possibility of
mis-counting existing objects as the target object.

We report our main results in Tab. 1. The baseline
method uses a surrogate ensemble without weight balanc-
ing and models are assigned weight of 1. Such a base-
line method is same a transfer-based method and results
in highly imbalanced success rate for different surrogate
models. For instance, at ℓ∞ ≤ 10, the success rate for
YOLOv3 is above 90% while the success rate for Faster
R-CNN is less than 30%. Low success rate on surrogate
side translates to low success rate on blackbox victim side.
The main reason for such imbalance is that the loss of dif-

ferent object detectors can be highly unbalanced (e.g., the
loss value for YOLOv3 is nearly 60× larger than the loss
of Faster RCNN for targeted attacks, cf . Fig. 2). With
weight balancing, the success rate increases for surrogate
and blackbox victim models. The success rate is further in-
creased on surrogate and victim blackbox models if we op-
timize the weights, same as BASES [3]. Our method (with
weight balancing and optimization) achieves a significantly
higher ASR compared to context-aware attack across dif-
ferent datasets and different perturbation budgets. On aver-
age, our ASR on blackbox victim models is over 4× better
than baseline method and over 1.5× better than context-
aware attack. On whitebox surrogate models, weight bal-
ancing and optimization also achieves the highest ASR.
Context-aware attack fixes weight ratio for surrogate mod-
els, αFRCNN/αYOLO = 4, which is sub-optimal according to our
analyses. Even though it achieves much higher performance
than baseline, it still largely under-performs our method.
Similar trend is observed for COCO dataset (see Tab. S1).
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Table 2. Targeted ASR (%) for blackbox victim models and whitebox surrogate models with different ensemble sizes (N ). On VOC dataset, ℓ∞ ≤ 10.

N
Surrogate Ensemble Blackbox Victim Models (ASR ↑)

FRCNN YOLOv3 FCOS Grid R-CNN SSD Retina Libra Fovea Free DETR
1 74.7 - - - - 31.3 31.2 29.8 40.4 10.6
2 86.0 96.9 - - - 53.2 56.6 47.2 57.4 29.0
3 87.9 96.1 74.2 - - 63.1 62.0 57.3 66.6 38.0
4 89.6 94.7 75.2 87.9 - 68.7 71.0 67.6 74.4 49.6
5 89.7 91.8 73.5 86.1 82.4 68.9 70.2 68.4 77.6 53.2

Table 3. Untargeted attack mIoU scores (%) of ensemble sizes N = 2, 4, 6 on Cityscapes dataset. We compare Q = 0 (i.e. direct transfer attack) with
Q = 20 ensemble attack performance. DS uses DeepLabV3-Res50 (DL3-50) as the surrogate model for attack generation; thus the DS on DL3-50 is a
whitebox attack. While our method used an ensemble that does not include any victim models for attack generation, we still achieved comparable mIoU
scores to DS on DL3-50. Blue numbers represent whitebox attacks.

Blackbox Victim Models (mIoU ↓)
Method Whitebox Surrogate

PSPNet-Res50 PSPNet-Res101 DeepLabV3-Res50 DeepLabV3-Res101
Clean Images - 77.92 78.28 79.12 77.12

PSPNet-Res50 3.43 24.18 5.05 25.74
Baseline

DeepLabV3-Res50 4.76 21.72 3.92 22.23
PSPNet-Res50 0.82 8.04 1.36 9.00

DS [17]
DeepLabV3-Res50 1.23 7.97 0.61 7.11

N = 2 5.07 8.32 5.19 8.74
N = 4 4.33 6.26 4.32 6.33Ours (Q = 0)
N = 6 3.62 4.91 4.02 4.84
N = 2 1.38 2.88 1.15 3.50
N = 4 0.79 2.04 0.73 1.80Ours (Q = 20)
N = 6 0.90 1.55 0.94 1.09

Table 4. Targeted attack performance on Cityscapes as pixel success
rate (higher the better). The attack performance increases as we in-
crease ensemble size (N ) and number of queries for weight optimization
(Q). N = 1 has zero query. We note PSPNet-Res50 as PSP-r50, and
DeepLabV3-Res50 as DL3-r50, similar abbreviations apply to Res101.

Blackbox Victim Models (PSR ↑)
Q N

PSP-r50 PSP-r101 DL3-r50 DL3-r101
1 39.15 10.21 35.02 7.58
2 52.15 12.28 47.99 10.59
3 43.17 11.34 42.10 9.87
4 51.44 26.13 49.14 17.42

0

5 52.24 23.88 51.75 16.08
2 83.97 51.80 82.70 46.95
3 88.88 64.63 85.55 60.88
4 91.51 64.28 87.19 63.88

20

5 92.91 69.09 88.95 69.65

Fig. 3 shows the effect of the number of queries on the
ASR that gradually improves as we optimize the weights.
We observe the largest increase in the first two steps and
then the improvement plateaus as Q → 10.

We also conducted an experiment to test our method with
varying ensemble sizes. The results for ℓ∞ ≤ 10, Q = 5 are
presented in Tab. 2. As we increase the number of models
in the ensemble from N = 1 to N = 5, we observe an
increased ASR on all blackbox victim models.

4.3. Attacks against semantic segmentation

We evaluate the effectiveness of our attack on semantic
segmentation in both untargeted and targeted settings. For
the sake of consistency and a fair comparison, we adopt ad-
versarial attack settings in DS attack [17].

Untargeted attacks. We generate adversarial attacks us-
ing different ensemble sizes and report mIoU scores on
Cityscapes in Tab. 3 and Fig. 4 (and Pascal VOC in sup-
plementary material). In the untargeted setting, seman-
tic segmentation models are attacked to maximize the loss
between clean and modified annotation; hence, the lower
mIoU implies better attack performance. All of the vic-
tim models achieve high performance on clean images. The
baseline method (direct transfer attack with one surrogate
model using PGD) performs well in the whitebox setting
but suffers when the victim uses another backbone. For ex-
ample, the attacks generated on PSPNet-Res50 achieves
3.43% mIoU on PSPNet-Res50 but only attains 24.18%
mIoU on PSPNet-Res101. DS attack achieves better re-
sults than the baseline method but still suffers from cross-
backbone transfers. On the other hand, our method, without
weight optimization (i.e., Q = 0) and using a surrogate en-
semble of N = 2 models, can achieve results comparable
to DS attack, particularly for attacks on Res101 models. As
we increase the number of surrogate models to 4 or 6, our
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Figure 4. mIoU vs number of queries (Q) for different ensemble sizes (N).

attack performance further improves. Furthermore, when
we apply weight optimization (e.g., Q = 20), the attack
improves by updating the weights of the surrogate models,
allowing us to outperform DS attack for all victim mod-
els. Fig. 4 shows how the mIoU changes with the number
of queries. We observe that the mIoU gradually reduces as
we query the victim model and optimize the weights. The
largest decrease happens in the first 3–4 steps and then the
reduction plateaus as Q → 20.
Targeted attack. To evaluate our method in a more chal-
lenging setting, we consider a targeted attack scenario,
where instead of changing every pixel in the segmentation
to some arbitrary label, we focus on attacking a dominant
class (i.e., the class occupying the largest area) in the scene
to its least likely class y⋆. For each clean image, we first
select a region with the dominant class y (e.g., “road” or
“building” for most of the Cityscapes images. See Fig. S3
as an example). Then based on the least-likely class of each
pixel in that region, we select the class that appears most
frequently as the target label y⋆ of the entire region. We use
PSR as our evaluation metric, which represents the percent-
age of pixels in the selected region that are successfully as-
signed to y⋆. The higher percentage indicates more pixels
are successfully attacked to the desired class, which indi-
cates better attack performance. Our targeted attack results
are reported in Tab. 4. Results show that as we increase
the number of surrogate models (N), the ASR improves for
most instances without any weight optimization step (i.e.,
Q = 0). If we perform weight optimization for Q = 20
steps, then the success rate increases for all the models.
For instance, with N = 4, the ASR for Res101 models
increases from 17–26% to 63-64%.

4.4. Joint attack for multiple models and tasks

We first show that generally adversarial examples gener-
ated for object detection do not transfer to semantic segmen-
tation, and vice versa. Then we show that we can generate
single perturbations to fool object detectors and semantic
segmentation models simultaneously, by using a surrogate
ensemble including both detection and segmentation mod-

els. We choose targeted attacks in our experiments because
they are more challenging than untargeted attacks.
Experiment setup. On the blackbox (victim) side, we
tested RetinaNet as the victim object detector and
PSPNet-Res50 as the victim semantic segmentation
model. On the whitebox (surrogate) side, we used Faster
RCNN, YOLOv3 as the surrogate object detectors and
FCN, UPerNet as the surrogate semantic segmentation
models. We performed targeted attacks on 500 test images
selected from the validation set of CityScapes dataset.
Results. We present the ASRs for task-specific and joint
attacks in Fig. 5. Green curves denote ASR for object de-
tectors, and blue curves denote PSR for semantic segmenta-
tion. Fig. 5a presents the results when we generate attacks
using an object detector surrogate ensemble. Note that suc-
cess rate for victim object detector (RetinaNet) increases
as we optimize the weights but the success rate for the se-
mantic segmentation model (PSPNet) remains small. Sim-
ilarly, Fig. 5b presents the results when we generate attacks
using a segmentation surrogate ensemble. The success rate
for the victim semantic segmentation model increases, but
the success rate for the object dector remains close to zero.
Fig. 5c presents the results when we perform a joint attack
using an ensemble that consists of both object detectors and
segmentation models. The blackbox ASR is high on both
detection and segmentation Fig. 5c, and the attack perfor-
mance improves as we update the weights of the surrogate
models. In Fig. 5c, we show the results for different per-
turbation budgets, with ℓ∞ ≤ 10, the success rates on de-
tection and segmentation are between 60% − 70%, which
are close to in-domain detection attacks in Fig. 5a and in-
domain segmentation attacks Fig. 5b. When we increase the
perturbation to ℓ∞ ≤ 20, the success rate for both detection
and segmentation can surpass 80%.
Visualization of adversarial examples. In this example,
our goal is to perturb the car in the middle to a traffic light.
We assign the target label for car region to traffic light.
Fig. 6a shows the results where a single adversarial image
generated by the surrogate model can successfully fool the
blackbox models RetinaNet and PSPNet.
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(a) Attacks generated for object detection only,
ℓ∞ ≤ 10
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(b) Attacks generated for semantic segmenta-
tion only, ℓ∞ ≤ 10
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(c) Attacks generated jointly for object de-
tection and semantic segmentation, ℓ∞ ≤
{10, 20}

Figure 5. Comparison between task-specific attacks and joint attack performance on blackbox object detector (RetinaNet) and segmentation model
(PSPNet). Green curves denote attack success rate for object detectors, and blue curves denote pixel success rate for semantic segmentation. (a) Attacks
generated with an object detector surrogate do not transfer for semantic segmentation. (b) Attacks generated with semantic segmentation models surrogate
do not transfer for object detectors. (c) Attacks generated by a surrogate of object detectors and semantic segmentation (along with weight balancing and
optimization) provide successful attacks for blackbox object detectors and semantic segmentation models.

(a) Our method can generate attacks to fool multiple blackbox object detector and blackbox semantic segmentation models jointly. First
row shows a clean image from Cityscapes dataset, detection with RetinaNet and segmentation with PSPNet. Second row shows the
perturbed image using ensemble surrogates {Faster RCNN, YOLOv3, FCN, UPerNet}, and detection and segmentation results on the
perturbed image. We generate perturbation to map the Car in the middle to Traffic Light. Image id: lindau 000026 000019

(b) Color encoding for segmentation maps in CityScapes dataset

Figure 6. Visual adversarial examples of our method that generates successful attacks to fool a blackbox object detector and a blackbox semantic segmen-
tation model using a single perturbed image.

5. Conclusion

We presented a new method to generate targeted attacks
for dense prediction task (e.g., object detectors and se-
mantic segmentation) using an ensemble of surrogate mod-
els. We demonstrate that (victim model-agnostic) weight
balancing and (victim model-specific) weight optimization
play a critical role in the success of attacks. We present
an extensive set of experiments to demonstrate the perfor-
mance of our method with different models and datasets. Fi-
nally, we show that our approach can create adversarial ex-

amples to fool multiple blackbox models and tasks jointly.
Limitations. Our method employs an ensemble of surro-
gate models to generate attacks, which inevitably incurs
higher memory and computational overhead. Moreover, the
success of our method hinges on the availability of a diverse
set of surrogate models, which could potentially limit its ef-
ficacy if such models are not readily obtainable.
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