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Figure 1. Visualizations of distilled images from three ImageNet subsets. Rather than distilling into pixel space, our Deep Generative Prior constrains the images to be more coherent, leading to better cross-architectural generalization.

Abstract

Dataset Distillation aims to distill an entire dataset’s knowledge into a few synthetic images. The idea is to synthesize a small number of synthetic data points that, when given to a learning algorithm as training data, result in a model approximating one trained on the original data. Despite a recent upsurge of progress in the field, existing dataset distillation methods fail to generalize to new architectures and scale to high-resolution datasets. To overcome the above issues, we propose to use the learned prior from pre-trained deep generative models to synthesize the distilled data. To achieve this, we present a new optimization algorithm that distills a large number of images into a few intermediate feature vectors in the generative model’s latent space. Our method augments existing techniques, significantly improving cross-architecture generalization in all settings.

1. Introduction

Many recent advancements in machine learning come from combining large networks and big data. Such trained models have shown strong capabilities to perform a wide range of diverse tasks [12, 22, 48] and are considered by some as an ongoing paradigm shift [9]. While such approaches show great potential to improve the frontier of AI, we, as a scientific community, are also curious about the underlying principles and limitations. Do networks have to be large to express the functions of interest? Do datasets have to be big? Can training on “small data” be equally successful?

The seminal work on Knowledge Distillation [31] and recent discoveries such as Lottery Ticket Hypothesis [26] have revealed small models are often sufficient to approximate the same functions as large trained models (which are sometimes useful in optimization). Dataset Distillation, proposed by [61], investigates the analogous yet orthogonal question on datasets: is there a small succinct dataset sufficient for training models? In other words, Dataset Distillation aims to distill a large dataset into a small (synthetic) one, such that training on the small dataset yields comparable performance (Figure 2). Since its proposal, Dataset Distillation has gained much attention in the research community, leading to many applications [14, 23, 43, 53], and a growing series of methods that solve the distillation problem: generating a discrete set of images capable of effectively training a model [13, 60, 61, 64, 66–68]. In optimizing for a small, synthetic vision dataset, such methods typically optimize the raw pixel values of the images.
Unfortunately, these methods face two major challenges, limiting both their scientific value and empirical applications. First, the distilled synthetic dataset is often optimized w.r.t. a specific network architecture, but does not generalize well to other architectures. Second, while producing insightful distilled images on toy datasets, these methods generally fail to work well on larger-resolution datasets (e.g., $\geq 128 \times 128$ resolution) and tend to distill visually noisy images with subpar performance.

In this work, we argue that both issues are caused by parameterizing the synthetic dataset in pixel space. Directly optimizing pixels can be susceptible to learning high-frequency patterns that overfit the specific architecture used in training. To address this, we consider regularizing the distillation process to some prior that may help cross-architecture generalization. However, how and where to perform this regularization poses a delicate balance. For example, restricting our synthetic set to the real data manifold can significantly reduce the cross-architecture performance gap but is too strong a regularization to learn good distilled datasets. In the limit, it reduces to datasetcoreset selection [7, 10, 29, 57], which is known to not work as well [13, 61, 64, 67].

We propose Generative Latent Distillation (GLaD), which utilizes a deep generative prior by parameterizing the synthetic dataset in the intermediate feature space of generative models, such as Generative Adversarial Networks (GANs) [28]. It encourages the learned datasets to be more generalizable to novel architectures but is also lax enough to not prohibitively restrict the expressiveness of the distilled dataset. GLaD acts as an add-on module and can easily be applied to all existing and future methods of dataset distillation.

There is flexibility in choosing which generative model to use as our prior. By using a generator trained on the target dataset (which is input to the distillation algorithm), our prior uses no additional data or information but consistently improves various distillation algorithms. However, for the sole purpose of obtaining the best distilled synthetic dataset, we may use more powerful generators trained on larger datasets and also obtain significant gains. On the other extreme, we explore using randomly initialized generators and generators trained on out-of-distribution datasets. We show that they generate aesthetically pleasing synthetic images with distinct visual characteristics and also achieve comparable distillation performance. In short, while different generator choices affect distillation results in interesting ways, GLaD consistently improves performance over many datasets and multiple distillation algorithms.

Within a deep generative model, there is a spectrum of different latent space choices, corresponding to different layers in the model [2, 47, 71]. Our analysis reveals a trade-off between realism (earlier layer latents) and flexibility (later layer latents), and highlights that using an intermediate latent space achieves a nice balance and consistent performance gain (over the wildly used raw-pixel parametrization).

In Section 4, we perform extensive experiments on CIFAR-10 (a common dataset distillation benchmark) and ImageNet subsets at resolutions up to $512 \times 512$. We integrate GLaD with three distinct current distillation algorithms (Gradient Matching [67], Distribution Matching [66], and Trajectory Matching [13]), and consistently observe significant improvements in cross-architecture generalization of the three currently most accessible methods of dataset distillation. Our analysis of results from different configurations provides a better understanding of the effect of different gen-
erative models and latent spaces. Additionally, our method drastically reduces the high-frequency noise present in high-resolution datasets distilled into pixel space, leading to visually pleasing images that may have implications in artistic and design applications (e.g., [14]).

GLaD is a plug-and-play addition to any existing and future distillation methods, allowing them to scale up to more realistic datasets and generalize better to different architectures. Given the goal of distilling large-scale datasets, we propose that leveraging generative models and differentiable parameterizations is a natural path forward. Our contributions are summarized as follows:

- We propose Generative Latent Distillation (GLaD) to add a deep generative prior to Dataset Distillation by distilling into an intermediate feature space of a generative model trained on real data.
- Our extensive analysis and ablations highlight the importance of a deep generative prior in addressing the two major challenges of Dataset Distillation: cross-architecture generalization and high-resolution data.
- We show that GLaD is robust to the type of generator used, still performing well with randomly initialized generators and those trained on other datasets.
- Our method acts as a plug-and-play addition to all existing and future methods of dataset distillation, allowing researchers to easily use it for future work.

2. Related Work

Dataset Distillation was introduced by [61] as an investigation as to how training on very little data could update a model to certain desired behaviors. A number of improvements have been made since then, including soft learned labels [54], data augmentation [64], and trajectory/gradient matching [13, 67]. Many applications have also been explored, such as neural architecture search [32], continual learning [64, 67], etc. Some works [32, 33] also employ generative models but train them from scratch to produce good synthetic training samples, in a manner completely different from our formulation. Several concurrent works tackle the dataset distillation via a re-parameterization of the distilled data as a set of bases [21, 42] or a greater number of lower-resolution images [39], motivated by a memory compression standpoint. Our method differs in that we use generative model parameterizations to achieve better distillation performance. Concurrent work [65] also learns synthetic datasets in the latent space of a generative model by first inverting the entire training set into this latent space before fine-tuning the latents on the distillation objective.

GAN Inversion and Latent Spaces. Our work applies generative priors by parameterizing distilled images into different latent spaces of GANs. This is related to the line of research of GAN inversion [11, 70], whose goal is to project a real input image to GAN latent codes for image editing and data augmentation purposes [15, 16, 34, 55, 62, 69]. These works have proposed various latent spaces (roughly similar to different activation spaces) [2, 3, 63, 71], wherein image editing or model fine-tuning can be efficiently performed [5, 6, 46, 49]. The choice of specific latent space represents a trade-off between expressiveness and reconstruction quality, as shown by recent studies [56, 72]. In our experiments, we leverage a spectrum of such latent spaces designed for the StyleGAN-family of models [35, 37, 38, 50] and discover that such a trade-off also exists in our case. The ideal distilled images are not realistic but can benefit from some level of generative prior. Our experiments perform an in-depth analysis on this aspect and show that an intermediate generative prior (i.e., starting from an intermediate layer) yields the best performance.

3. Generative Latent Distillation (GLaD)

To date, all existing methods of dataset distillation [8, 13, 44, 45, 60, 61, 64, 67] have relied on a “backbone” architecture to formulate the distillation objective. Since optimizing distilled images in pixel space allows too much freedom to over-fit to the backbone architecture, we propose introducing a deep generative prior to the distillation process as a form of regularization by optimizing latent codes of a pre-trained generative model rather than raw pixels. We call our method Generative Latent Distillation (GLaD).

3.1. Preliminaries on Dataset Distillation Methods

For completeness, we briefly review the three methods of dataset distillation on which we conduct experiments: Gradient Matching (DM), Distribution Matching (DM), and Matching Training Trajectories (MTT). These three methods all seek to distill a small synthetic dataset S such that a model trained from scratch on S will have similar performance as a model trained on the full, real dataset T.

Algorithm 1 Generative Latent Distillation

```
Input: Alg: Distillation algorithm (MTT, DC, or DM).
Input: T: Real training set.
Input: A: Differentiable augmentation function.
Input: G: Pre-trained generator.
Input: P_z: Distribution of latent initializations.
1: \( Z \sim P_z \) \quad \triangleright \text{Initialize distilled latents}
2: for each distillation step... do
3: \( S \equiv G(Z) \) \quad \triangleright \text{Get images from latents}
4: \( L = \text{Alg}(S, T) \) \quad \triangleright \text{Compute distillation loss}
5: \( Z \leftarrow \text{SGD}(Z; L) \) \quad \triangleright \text{Update } Z \text{ with respect to } L
6: end for
Output: Distilled images \( S = G(Z) \)
```

Dataset Condensation (DC) enforces that the gradients of the classification loss \( \ell \) w.r.t. the synthetic images match...
those of the real images. For a network with parameters $\theta$ trained on the synthetic data for some number of iterations, the gradient matching loss is

$$\mathcal{L}_{\text{DC}} = 1 - \frac{\nabla_{\theta} \ell^S(\theta) \cdot \nabla_{\theta} \ell^T(\theta)}{\left\| \nabla_{\theta} \ell^S(\theta) \right\| \left\| \nabla_{\theta} \ell^T(\theta) \right\|}$$  \hspace{1cm} (1)

**Distribution Matching (DM)** takes a different approach and instead requires that a feature extractor yields similar output for real and synthetic images of a corresponding class. For a randomly initialized feature extractor $\psi$, the distribution matching loss is

$$\mathcal{L}_{\text{DM}} = \sum_c \left\| \frac{1}{|T_c|} \sum_{x \in T_c} \psi(x) - \frac{1}{|S_c|} \sum_{s \in S_c} \psi(s) \right\|^2$$  \hspace{1cm} (2)

where $T_c, S_c$ are the real and synthetic images for class $c$.

Both the DC and DM methods are augmented with Differential Siamese Augmentation (DSA) such that the random differential augmentations applied to real and synthetic images at each iteration are initialized with the same random seed.

**Matching Training Trajectories (MTT)** focuses on consistent training over a longer time horizon by encouraging the synthetic data to induce similar update trajectories in parameter space. Prior to distillation, many expert trajectories $\{\theta^*_t\}_{0}^{t}$ are obtained by training networks from scratch on the full real dataset and storing parameter snapshots at given intervals. At each distillation step, a random expert trajectory and starting timestamp $\theta^*_t$ are sampled. A student network is then initialized at the given expert timestamp $\hat{\theta}_t := \theta^*_t$ and trained for $N$ iterations on the synthetic data. The trajectory-matching loss is then calculated as the normalized mean-squared error between the final parameters of the student network $\hat{\theta}_{t+N}$ and those of a future timestep ($M$ steps ahead) of the expert trajectory $\theta^*_{t+M}$:

$$\mathcal{L}_{\text{MTT}} = \frac{\left\| \hat{\theta}_{t+N} - \theta^*_{t+M} \right\|^2}{\left\| \theta^*_t - \theta^*_{t+M} \right\|^2}.$$  \hspace{1cm} (3)

We make use of a recent method, dubbed TESLA [19], which solves the memory issue of MTT by re-formulating the loss function to an equivalent form that only requires the storing of one set of network gradients at a time, thereby reducing the memory usage from linear to constant w.r.t. the number of inner loops $N$. However, we do not use this method’s soft label assignment.

### 3.2. GLaD: Adding a Deep Generative Prior

Rather than naively optimizing the synthetic pixels directly (as in all previous methods [8, 13, 44, 45, 60, 61, 64, 67]), we propose applying a deep generative prior to our distillation process by means of distilling into the latent space of a pre-trained generative model. We find that such a prior greatly increases the generalization of the synthetic dataset to architectures other than the “backbone” model used in the distillation process (the lack of such generalization being one of the largest limitations of previous methods). Furthermore, our new parametrization facilitates the distillation of even larger-resolution synthetic data devoid of the high-frequency noise induced by previous distillation methods. Lastly, the deep generative prior acts as a plug-and-play addition to any existing and future methods of dataset distillation.

Concretely, we consider a deep generative model $G$ that outputs samples $G(z)$ given latent vector $z$ (e.g., a GAN),
At distillation time, we parameterize the small synthetic datasets or even at random initialization. In our experiments, this allows us to distill into the latent space of an MTT and a moderate improvement to \( \text{DC} \) or \( \text{DM} \). Applying the deep generative prior by distilling into F-space rather than pixel space significantly improves the cross-architecture generalization of all methods across all sampled datasets.

### Table 1. ImageNet (128 × 128) Performance on Unseen Architectures

These results come from training AlexNet, VGG11, ResNet18, and a Vision Transformer on our synthetic datasets (that were distilled using a ConvNet) and averaging their performances on the real validation sets. Applying the deep generative prior by distilling into F-space rather than pixel space significantly improves the cross-architecture generalization of all methods across all sampled datasets.

<table>
<thead>
<tr>
<th>Distill. Alg.</th>
<th>Distill. Space</th>
<th>ImNet-A</th>
<th>ImNet-B</th>
<th>ImNet-C</th>
<th>ImNet-D</th>
<th>ImNet-E</th>
<th>ImNet-F</th>
<th>ImNet-Birds</th>
<th>ImNet-Fruits</th>
<th>ImNet-Cats</th>
</tr>
</thead>
<tbody>
<tr>
<td>MTT [13]</td>
<td>Pixel</td>
<td>33.4±1.5</td>
<td>34.0±3.3</td>
<td>31.4±4.3</td>
<td>27.7±2.7</td>
<td>24.9±1.8</td>
<td>24.3±1.8</td>
<td>16.0±1.2</td>
<td>25.5±3.0</td>
<td>18.3±2.3</td>
</tr>
<tr>
<td>GLaD (Ours)</td>
<td>Pixel</td>
<td>39.9±1.2</td>
<td>39.4±3.1</td>
<td>34.9±1.1</td>
<td>30.4±1.5</td>
<td>29.0±1.1</td>
<td>30.4±1.5</td>
<td>17.1±1.1</td>
<td>28.2±1.4</td>
<td>21.1±1.2</td>
</tr>
<tr>
<td>DC [67]</td>
<td>Pixel</td>
<td>38.7±2.2</td>
<td>38.7±1.0</td>
<td>33.3±1.9</td>
<td>26.4±1.1</td>
<td>27.4±0.9</td>
<td>28.2±1.4</td>
<td>17.4±1.2</td>
<td>28.5±1.4</td>
<td>19.8±0.9</td>
</tr>
<tr>
<td>GLaD (Ours)</td>
<td>Pixel</td>
<td>41.8±1.7</td>
<td>42.1±1.2</td>
<td>35.8±1.4</td>
<td>28.0±0.8</td>
<td>29.3±1.3</td>
<td>31.0±1.6</td>
<td>17.8±1.4</td>
<td>29.1±1.0</td>
<td>22.3±1.6</td>
</tr>
<tr>
<td>DM [66]</td>
<td>Pixel</td>
<td>27.2±1.2</td>
<td>24.4±1.1</td>
<td>23.0±1.4</td>
<td>18.4±0.7</td>
<td>17.7±0.9</td>
<td>20.6±0.7</td>
<td>14.5±0.9</td>
<td>17.8±0.8</td>
<td>14.5±1.1</td>
</tr>
<tr>
<td>GLaD (Ours)</td>
<td>Pixel</td>
<td>31.6±1.4</td>
<td>31.3±3.9</td>
<td>26.9±1.2</td>
<td>21.5±1.0</td>
<td>20.4±0.8</td>
<td>21.9±1.1</td>
<td>15.2±0.9</td>
<td>18.2±1.0</td>
<td>20.4±1.6</td>
</tr>
</tbody>
</table>

Table 2. Performance with 10 images/class.

### Table 3. CIFAR-10 Performance on Unseen Architectures

Unlike the high-resolution data, we only see a large improvement to MTT and a moderate improvement to DM. Interestingly, we also see that distilling into the latent space of an un-trained generator still yields results on-par or better than pixel-space distillation.

At distillation time, we parameterize the small synthetic dataset \( S \) as

\[
S \triangleq \{ G(z); \ z \in \mathcal{Z} \},
\]

where \( \mathcal{Z} \) is a set of latent vectors. Since \( G \) is fully differentiable, we can optimize \( \mathcal{Z} \) w.r.t. any distillation objective, such as \( \mathcal{L}_{\text{DC}}, \mathcal{L}_{\text{DM}} \) or \( \mathcal{L}_{\text{MTT}} \). Please see Algorithm 1 for a complete write-up of our method.

### 3.3. Choosing a Generative Model and Latent Space

For a flexible and effective parameterization, we fill the role of our deep generative prior with the recently proposed StyleGAN-XL [51], a modified version of StyleGAN3 [36]. StyleGAN generators can not only output high-fidelity images [35], but also (1) provide multiple flexible latent spaces for parameterizing images [2, 47] and (2) inherently impose diverse and interesting priors via architecture (even at random initialization) [4]. In our experiments, this allows us to probe the effects of choosing latent spaces from different layers and using generators trained on out-of-distribution datasets or even at random initialization.

Distilling into the latent space of StyleGAN-XL can be thought of as a pseudo-inversion task. However, we found that distilling into even extended \( W^+ \) latent space [2], the most flexible of the traditional StyleGAN inversion spaces, was too restrictive for our objective (see Figure 3). It limits the synthetic images to be realistic, but, unlike real image inversion, these images are optimized for the distillation task and do not require realism. Prior inversion works propose the “\( F^n \)” spaces in StyleGAN as an alternative that allows images to be more diverse and flexible [47, 71]. As such, we choose to distill into these “\( F^n \)” spaces, which means optimizing the \( n \)-th hidden layer of StyleGAN-XL’s “synthesis” network’s latent representation along with all subsequent \( W^+ \) modulation codes. Note that in this work, \( z \) and \( \mathcal{Z} \) refer to the concatenation of the \( F \) feature map with the \( W^+ \) codes, not the traditional StyleGAN \( z \)-space. Please see the supplemental material for details of the StyleGAN-XL architecture and the “\( F^n \)” spaces.

Since these “\( F^n \)” spaces are from intermediate layers and do not have associated prior distributions, we initialize our latent \( z \) vectors using the empirical distribution of latent vectors of the corresponding classes. With access to the earlier layers of \( G \), this can be easily computed. Please see the supplemental material for details of our initialization scheme.

### 3.4. Memory Saving via Checkpointing

As the forward pass through modern deep generative models usually requires copious amounts of GPU VRAM, our method (if implemented naively) becomes difficult to run on a limited number of GPUs. To circumvent this issue, we

---

1. Here \( W \) space refers to the output space of StyleGAN-XL’s MLP “mapping” network, and \( W^+ \) allows for different \( W \) space vectors at different layers.
employ a technique inspired by gradient checkpointing [17]. At each distillation iteration, we first obtain our synthetic images $S = G(Z)$ without tracking any gradients. We then calculate our distillation loss $L$, compute the gradient of this loss with respect to our synthetic images ($\partial L / \partial S$), and delete the computation graph used to compute $L$ and its gradient. To compute $\partial L / \partial Z$, we re-compute the forward pass through $G$, $S = G(Z)$, this time tracking gradients such that we know $\partial S / \partial Z$. From here, application of the chain rule gives us $\partial L / \partial Z = (\partial L / \partial S)(\partial S / \partial Z)$ which we use to update the latent codes for our synthetic data. For example, with $128 \times 128$-resolution StyleGAN-XL, this memory-saving trick allows us to save nearly 2GB memory per synthetic image with $F_0$ space.

4. Experiments

We evaluate our method (GLaD) for distilling CIFAR-10 [40] and 10-class subsets of ImageNet 1k [20], utilizing StyleGAN-XL [51] generators trained on these datasets (obtained from the official released model checkpoints).

The code for our experiments is based on the open-source repositories for DC, DM, and MTT and will be released upon publication. For each method, we integrate the deep generative prior directly into the existing code base. For results with and without the generative prior, we use the same set of hyper-parameters ($N$, $M$, $T^+$, #iterations, etc.) to ensure a fair comparison. For each method, we choose an $F_n$ space and use it for all datasets. Please see the supplemental material for experiment details.

Datasets. For low-resolution data, we apply our method to CIFAR-10 [40]. For higher-resolution data, we use subsets of ImageNet-1k [20]. Previous dataset distillation work [13] introduced several subsets based largely on categories and aesthetics, including birds, fruits, and cats. Two other conventional subsets are ImageNette and ImageWoof [25]. We also introduce several new 10-class subsets based on the evaluation performance of a ResNet-50 model that has been pre-trained on ImageNet. In this work, “ImageNet-A” consists of the top-10 classes with “ImageNet-B” consisting of the next 10 and so on for “ImageNet-C,” “ImageNet-D,” and “ImageNet-E.” The classes composing all the subsets can be found in the supplemental material.

Evaluation Protocol. After distilling our synthetic datasets with their respective algorithm, we then evaluate them on a set of unseen architectures. To evaluate a synthetic dataset on a given architecture, we train a network from scratch on
the distilled dataset and then evaluate it on the validation set.

The training regimen is the same for all networks and datasets: SGD with momentum, $\ell_2$ weight decay, and 500 epochs of linear warm-up followed by another 500 of cosine decay. An appropriate (fixed) starting learning rate is used for each architecture, and the final validation set evaluation is done using the exponential moving average of the model’s weights. This process is repeated 5 times, and the mean validation accuracy ± 1 standard deviation is reported. Further details can be found in the supplemental material.

**Network Architectures.** As with prior dataset distillation works [19, 44, 45, 60, 61, 64, 66–68], we use the ConvNet [27] architecture as our backbone network. A Depth-$n$ ConvNet consists of $n$ blocks followed by a fully-connected layer where each block consists of a $3 \times 3$ convolutional layer with 128 filters, instance normalization [58], ReLU non-linearity, and $2 \times 2$ average pooling with stride 2.

We used two sets of models for our cross-architecture generalization experiments. For our CIFAR experiments, we use the AlexNet [41], VGG-11 [52], and ResNet-18 [30] included with the codebase of DC/DSA/DM/MMT along with a Vision Transformer [24] from the DC-BENCH [18] repository. For our experiments on higher-resolution data, we use slightly modified versions of the networks to accommodate the larger images.

Our experiments are enumerated below to highlight the contributions of our proposed method.

### 4.1. Finding a Suitable Latent Space

Given the depth of StyleGAN-XL [51], there are many possible latent spaces that GLaD can use to parameterize our synthetic dataset. To find the best latent space for cross-architecture generalization, we experiment with several ImageNet subsets. In Figure 3, we see the final distilled images for the “flamingo” class. Earlier latent spaces enforce a stronger prior on the distilled image, while later latent spaces offer more flexibility for the optimization to fit to the distillation objective (MTT, DC, or DM). Examining Figure 3, we see that the images distilled into F12 space result in the best cross-architecture generalization for MTT. Through analogous experiments, we found F16 to be optimal for DC and F20 for DM.

### 4.2. Improving Cross-Architecture Generalization

Arguably the most lacking point of all previous dataset distillation methods, cross-architecture generalization gives a good understanding of how well the distillation method “understands” the classification task rather than simply over-fitting to a given architecture. In Table 1, we show cross-architecture results for MTT, DC, and DM with and without the deep generative prior. For each method and dataset, a 1 image-per-class synthetic set is distilled using a Depth-5 ConvNet as the “backbone” architecture. To evaluate cross-architecture generalization, we use the distilled set to train AlexNet [41], ResNet-18 [30], VGG-11 [52], and ViT-b/16 [24] from scratch and record the validation accuracy. We record the average validation accuracy across these 4 architectures in Table 1.

For every tested dataset, GLaD’s addition of the generative prior slightly or significantly improved the cross-architecture generalization of all 3 methods.

In Table 3, we also include cross-architecture results for CIFAR-10. Even on this lower-resolution data, GLaD significantly improves the performance of both original MTT and original DM while only showing marginal gains on DC.

### 4.3. Latent Initialization and Generator Choices

For all previous experiments, we initialized our latents $z$ (which contain output spaces of intermediate layers) via
Figure 9. Generative Latent Distillation allows us to distill datasets into high-resolution artistic images (bottom), while high-resolution images distilled into pixel space degenerate into high-frequency patterns (top). This example is a 512×512 “macaw” distilled using MTT in pixel space versus GLaD.

a partial feed-forward pass through the generator. Here, we experiment with an alternative initialization wherein the feed-forward initialization is replaced with Gaussian noise (with matching mean and variance). As the StyleGAN generator is expecting a somewhat coherent representation in the latent space, the images at initialization have interesting artifacts that vary in granularity depending on the latent space used (Figure 6).

Using such Gaussian initialization, we found that GLaD can successfully use generators that were trained on completely different datasets (such as FFHQ [37] and Pokémon [1]) or even generators that have not been trained at all (a-la Deep Image Prior [59]). In Table 4, we compare the pixel-space and standard GAN results to generative latent distillations using generators trained on the FFHQ and Pokémon along with generators that have not been trained at all. These results use DC, and results using MTT and DM can be found in the supplemental material.

The images distilled using the FFHQ, Pokémon, and random generators still offer cross-architectural generalization improvements over those distilled directly into pixel space, often matching or surpassing the results using the standard ImageNet generator.

We also notice that initializing the latents with random Gaussian noise results in aesthetically pleasing images with different “artistic” properties based on the generator used (Figure 7). This trend also extends to even larger images, allowing our method to create class-based digital arts in different styles, such as the “mosaic” in Figure 9.

5. Discussion and Limitations

In this work, we have proposed leveraging a generative prior to dataset distillation (GLaD). By applying our deep generative prior, we introduce a new method that significantly improves the generalization of the distilled images. This trend extends all the way to (and likely beyond) 512×512 images, allowing us to generate high-quality distilled images at higher resolutions than ever before. Since GLaD acts as a plug-and-play addition to any dataset distillation method, future works can use it to increase the generality of their data and generate higher-resolution images.

Limitations. Introducing StyleGAN-XL to the distillation pipeline creates a massive new memory sink. Our checkpointing trick allows us to mitigate this issue to some extent. However, this also comes at the expense of a second forward pass through the generator. Given that a single pass through the generator is time-consuming, a second pass doubles the overhead. Additionally, a large enough synthetic set requires passes through the generator to be done in multiple batches, further increasing the extra time needed.

Fortunately, GLaD is compatible with any differentiable generative model, so the development of more efficient generative models in the future will naturally reduce the cost of our method as well.

Acknowledgment. This work was partly done by George Cazenavette during his study at CMU. This work is supported, in part, by the NSF Graduate Research Fellowship and J.P. Morgan Chase Faculty Research Award.
References


[7] Cenk Baykal, Murad Tukan, Dan Feldman, and Daniela Rus. Small coresets to represent large training data for support vector machines. 2018. 2


[25] Fastai. Fastai/imagenette: A smaller subset of 10 easily classified classes from imagenet, and a little more french. 6


[39] Jang-Hyun Kim, Jinuk Kim, Seong Joon Oh, Sangdoo Yun,
Hwanjun Song, Joonhyun Jeong, Jung-Woo Ha, and Hyun Oh Song. Dataset condensation via efficient synthetic-data parameterization. *ICML*, 2022. 3


[56] Omer Tov, Yuval Alaluf, Yotam Nitzan, Or Patashnik, and Daniel Cohen-Or. Designing an encoder for stylegan image manipulation. In *SIGGRAPH*, 2021. 3


[64] Bo Zhao and Hakan Bilen. Dataset condensation with differentiable siamese augmentation. In *ICML*, 2021. 1, 2, 3, 4, 7

[65] Bo Zhao and Hakan Bilen. Synthesizing informative training samples with gan. *NeurIPS Workshop*, 2022. 3

[66] Bo Zhao and Hakan Bilen. Dataset condensation with distribution matching. *WACV*, 2023. 1, 2, 5, 6, 7


