LayoutDM: Transformer-based Diffusion Model for Layout Generation
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Abstract

Automatic layout generation that can synthesize high-quality layouts is an important tool for graphic design in many applications. Though existing methods based on generative models such as Generative Adversarial Networks (GANs) and Variational Auto-Encoders (VAEs) have progressed, they still leave much room for improving the quality and diversity of the results. Inspired by the recent success of diffusion models in generating high-quality images, this paper explores their potential for conditional layout generation and proposes Transformer-based Layout Diffusion Model (LayoutDM) by instantiating the conditional denoising diffusion probabilistic model (DDPM) with a purely transformer-based architecture. Instead of using convolutional neural networks, a transformer-based conditional Layout Denoiser is proposed to learn the reverse diffusion process to generate samples from noised layout data. Benefitting from both transformer and DDPM, our LayoutDM is of desired properties such as high-quality generation, strong sample diversity, faithful distribution coverage, and stationary training in comparison to GANs and VAEs. Quantitative and qualitative experimental results show that our method outperforms state-of-the-art generative models in terms of quality and diversity.

1. Introduction

Layouts, i.e. the arrangement of the elements to be displayed in a design, play a critical role in many applications from magazine pages to advertising posters to application interfaces. A good layout guides viewers’ reading order and draws their attention to important information. The semantic relationships of elements, the reading order, canvas space allocation and aesthetic principles must be carefully decided in the layout design process. However, manually arranging design elements to meet aesthetic goals and user-specified constraints is time-consuming. To aid the design of graphic layouts, the task of layout generation aims to generate design layouts given a set of design components with user-specified attributes. Though meaningful attempts are made [1, 10, 11, 15, 18, 21, 23–25, 33, 44–46], it is still challenging to generate realistic and complex layouts, because many factors need to be taken into consideration, such as design elements, their attributes, and their relationships to other elements.

Over the past few years, generative models such as Generative Adversarial Networks (GANs) [9] and Variational Auto-Encoders (VAEs) [20] have gained much attention in layout generation, as they have shown a great promise in terms of faithfully learning a given data distribution and sampling from it. GANs model the sampling procedure of a complex distribution that is learned in an adversarial manner, while VAEs seek to learn a model that assigns a high likelihood to the observed data samples. Though having shown impressive success in generating high-quality layouts, these models have some limitations of their own. GANs are known for potentially unstable training and less distribution coverage due to their adversarial training nature [4, 5, 27], so they are inferior to state-of-the-art likelihood-based models (such as VAEs) in terms of diversity [28, 29, 34]. VAEs can capture more diversity and are typically easier to scale and train than GANs, but still fall short in terms of visual sample quality and sampling efficiency [22].

Recently, diffusion models such as denoising diffusion probabilistic model (DDPM) [14] have emerged as a powerful class of generative models, capable of producing high-quality images comparable to those of GANs. Importantly, they additionally offer desirable properties such as strong sample diversity, faithful distribution coverage, a stationary training objective, and easy scalability. This implies that diffusion models are well suited for learning models of complex and diverse data, which also motivates us to explore the potential of diffusion-based generative models for graphic layout generation.

Though diffusion models have shown splendid performance in high-fidelity image generation [8, 14, 35, 39, 41], it is still a sparsely explored area and provides unique challenges to develop diffusion-based generative models for
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layout generation. First, diffusion models often use convolutional neural networks such as U-Net [36] to learn the reverse process to construct desired data samples from the noise. However, a layout is a non-sequential data structure consisting of varying length samples with discrete (classes) and continuous (coordinates) elements simultaneously, instead of pixels laid on a regular lattice. Obviously, convolutional neural networks are not suitable for layout denoising, which prevents diffusion models from being directly applied to layout generation. Second, the placement and sizing of a given element depend not only on its attributes (such as category label) but also on its relationship to other elements. How to incorporate the attributes knowledge and model the elements’ relationship in diffusion models is still an open problem. Since diffusion models are general frameworks, they leave room for adapting the underlying neural architectures to exploit the properties of the data.

Inspired by the above insights, by instantiating the conditional denoising diffusion probabilistic model (DDPM) with a transformer architecture, this paper proposes Transformer-based Layout Diffusion Model (i.e., LayoutDM) for conditional layout generation given a set of elements with user-specified attributes. The key idea is to use a purely transformer-based architecture instead of the commonly used convolutional neural networks to learn the reverse diffusion process from noised layout data. Benefiting from the self-attention mechanism in transformer layers, LayoutDM can efficiently capture high-level relationship information between elements, and predict the noise at each time step from the noised layout data. Moreover, the attention mechanism also helps model another aspect of the data - namely a varying and large number of elements. Finally, to generate layouts with desired attributes, LayoutDM designs a conditional Layout Denoiser (cLayoutDenoiser) based on a transformer architecture to learn the reverse diffusion process conditioned on the input attributes. Different from previous transformer models in the context of NLP or video, cLayoutDenoiser omits the positional encoding which indicates the element order in the sequence, as we do not consider the order of designed elements on a canvas in our setting. In comparison with current layout generation approaches (such as GANs and VAEs), our LayoutDM offers several desired properties such as high-quality generation, better diversity, faithful distribution coverage, a stationary training objective, and easy scalability. Extensive experiments on five public datasets show that LayoutDM outperforms state-of-the-art methods in different tasks.

In summary, our main contributions are as follows:

- This paper proposes a novel LayoutDM to generate high-quality design layouts for a set of elements with user-specified attributes. Compared with existing methods, LayoutDM is of desired properties such as high-quality generation, better diversity, faithful distribution coverage, and stationary training. To our best knowledge, LayoutDM is the first attempt to explore the potential of diffusion model for graphic layout generation.
- This paper explores a new class of diffusion models by replacing the commonly-used U-Net backbone with a transformer, and designs a novel cLayoutDenoiser to reverse the diffusion process from noised layout data and better capture the relationship of elements.
- Extensive experiments demonstrate that our method outperforms state-of-the-art models in terms of visual perceptual quality and diversity on five diverse layout datasets.

2. Related Work

2.1. Layout Generation

Automatic layout generation has been widely studied for a long time. Early approaches to layout generation [30, 31] embed design rules into manually-defined energy functions. In recent years, generative model based methods are increasingly progressed. LayoutGAN [24] and Layout-VAE [17] are the first attempts to utilize GAN and VAE to generate graphic and scene layouts. NDN [23] represents the relative positional relationship of elements as a graph and uses a graph neural network based conditional VAE to generate graphic layouts. READ [33] uses heuristics to determine the relationships between elements and trains a Recursive Neural Network (RNN) [37, 38] based VAE to learn the layout distribution. CanvasVAE [45] generates vector graphic documents which contain structured information about canvas and elements. VTN [1] and Coarse2fine [16] deploy self-attention based VAEs to generate graphic layouts, making progress in diversity and perceptual quality. LayoutTransformer [11] and BLT [21] define layouts as discrete sequences and exploit the efficiency of transformer and bidirectional-transformer in structured sequence generation. LayoutNet [46], TextLogo3K [44] and ICVT [6] propose conditional layout generative models which can utilize additional attributes about design elements or entire layouts to aid layout generation in different application scenarios. LayoutGAN++ [18] designs a transformer-based generator and discriminator and generates graphic layouts conditioned on the given element category labels.

2.2. Diffusion Model

Diffusion models [14, 40] have proved its capability of generating high-quality and diverse samples [8, 14, 35] and have recently achieved state-of-the-art results on several benchmark generation tasks [8]. The diffusion model uses diffusion processes to model the generation and defines the sampling of data as the process of gradually denoising from complete Gaussian noise. The forward process gradually
adds Gaussian noise to the data from a predefined noise schedule until time step \( T \). The reverse process uses a neural backbone often implemented as a U-Net [8, 14, 36, 42] to parameterize the conditional distribution \( p(x_{t-1}|x_t) \). In this work, we instantiate a conditional diffusion model to achieve conditional layout generation.

3. Our Method

3.1. Layout Representation

In our model, each layout consists of a set of elements, and each element is described by both geometric parameters (i.e., location and size) and its attribute (e.g., category label or textual features). Formally, a layout \( l \) is denoted as a flattened sequence of integer indices:

\[
l = (g_1, f_1, g_2, f_2, \ldots, g_N, f_N),
\]

where \( N \) is the number of elements in the layout, \( g_i = [x_i, y_i, w_i, h_i] \) is a vector that presents the geometric parameters (center coordinates and size) of the \( i \)-th element in the layout, \( f_i \) are the attributes of \( i \)-th element which might be category label or textual features. For the sake of convenience, the sequence \( g = (g_1, g_2, \ldots, g_i, \ldots, g_N) \) is named layout geometric parameters, the sequence \( f = (f_1, f_2, \ldots, f_i, \ldots, f_N) \) is named layout attributes. Note here, that the elements in a layout are unordered, so swapping the items in sequence \( g \) and \( f \) does not affect the meaning of the sequences. We normalize the geometric parameters, i.e., \([x_i, y_i, w_i, h_i], i = 1, 2, \ldots, N\), to the interval \([-1, 1]\). In this way, layouts have a uniform structured representation.

3.2. The LayoutDM Architecture

Fig. 1a illustrates the architecture of LayoutDM. From a high-level perspective, our LayoutDM is an instance of conditional denoising diffusion probabilistic model (DDPM) with a transformer architecture suitable for layout data. DDPM learns to model the Markov transition from simple distribution to layout data distribution and generates diverse samples through sequential stochastic transitions. To generate desired layouts, LayoutDM uses the input attributes to guide the generative process in DDPM. We follow the method described in Classifier-Free Diffusion Guidance [13] to realize conditional DDPM, and set the guidance strength \( w \) to zero for simplicity.

Specifically, let \( q(g_0|f) \) be the unknown conditional data distribution, where \( g_0 \) is the geometric parameters of real layouts, and \( f \) is the layout attributes. LayoutDM models the conditional distribution \( q(g_0|f) \) by two processes: a forward diffusion process and a reverse denoising diffusion process. First, LayoutDM defines the forward diffusion process \( q(g_t|g_{t-1}) \) which maps layout data to noise by gradually adding Gaussian noise at each time step \( t \):

\[
q(g_t|g_{t-1}) = \mathcal{N}(g_t; \sqrt{1-\beta_t}g_{t-1}, \beta_tI) \tag{1}
\]

where \( \{\beta_t\}_{t=1}^T \) are forward process variances.

Then, LayoutDM defines the conditional reverse diffusion process \( p(g_{t-1}|g_t, f) \) which performs iterative denoising from pure Gaussian noise to generate high-quality layouts conditioned on layout attributes \( f \):

\[
p\theta(g_{t-1}|g_t, f) = \mathcal{N}(g_{t-1}; \mu\theta(g_t, t, f), \sigma^2\theta I) \tag{2}
\]

where \( \sigma^2 \) is the constant variance following [14], \( \mu\theta \) is the mean of the Gaussian distribution computed by a neural network, and \( \theta \) is the parameters of the network. As shown in Ho et al. [14], we can reparameterize the mean to make the neural network learn the added noise at time step \( t \) instead. In this way, \( \mu\theta \) can be reparameterized as follows:

\[
\mu\theta(g_{t-1}, t, f) = \frac{1}{\sqrt{\alpha_t}} (g_t - \frac{\beta_t}{\sqrt{1-\alpha_t}} \epsilon\theta(g_t, t, f)) \tag{3}
\]

where \( t \) is the time step, \( \{\beta_t\}_{t=1}^T \) are forward process variances, \( \alpha_t = 1 - \beta_t \), and \( \epsilon\theta = \prod_{s=1}^{t-1} \alpha_s \). \( \epsilon\theta(g_t, t, f) \) is the neural network to predict the added noise for layout geometric parameters conditioned on elements’ attributes at time step \( t \). We also call the neural network \( \epsilon\theta(g_t, t, f) \) as conditional layout denoiser (cLayoutDenoiser).
3.3. Conditional Layout Denoiser

The inputs to cLayoutDenoiser are layout geometric parameters $g_t$, layout attributes $f$ and time step $t$. To deal with sequences data, the conditional denoiser employs a purely transformer-based architecture instead of convolutional neural networks as its backbone. The architecture of cLayoutDenoiser is illustrated in Fig. 1b. Benefitting from the transformer architecture, cLayoutDenoiser can deal with the sequence with various lengths, and capture the relationships among elements. Moreover, cLayoutDenoiser adds "attributes embeddings" to the input "geometric parameters", here that, since the element order in the sequence makes no sense in our setting, cLayoutDenoiser omits the positional embeddings, so as to guide the reverse diffusion process at each time step $t$. Formally, the architecture of cLayoutDenoiser can be described as follow:

\[
    h_f = \text{AttributesEmbedding}(f) \quad (4) \\
    h_g = \text{GeometricEmbedding}(g_t) \quad (5) \\
    E = \text{ElementEmbedding}(h_f, h_g, TE(t)) \quad (6) \\
    E' = \text{TransformerLayers}(E) \quad (7) \\
    \epsilon = \text{FC}(E') \quad (8)
\]

where $f$ is the layout attributes, $g_t$ is the noised layout geometric parameters, $h_f$ and $h_g$ are their hidden representations. $E$ is the element tokens computed by element embedding module, $E'$ is intermediate feature. $\text{TE}(t)$ denotes the timestep embedding, and $\epsilon$ is the predicted noise. Note here that, since the element order in the sequence makes no sense in our setting, cLayoutDenoiser omits the positional encoding, which is different from existing transformers in the context of NLP or video.

Geometric, attributes and timestep embedding. Three embedding modules are used to learn meaningful representations for noised layout geometric parameters $g_t$, layout attributes $f$ and time step $t$. Geometric embedding projects layout geometric parameters to a specific dimension, aiming to find a more efficient feature space than the original coordinate space. Feature embedding learns the continuous features of discrete element attributes by embedding them into a specific dimension. Following [14], we condition cLayoutTransformer on time step $t$ by adding a sinusoidal time embedding $\text{TE}(t)$ to make the network aware at which time step it is operating.

Element embedding. Element embedding module calculates the element tokens used as the input of transformer layers. Element tokens should contain geometric, attributes and time step information, so that transformer can efficiently capture the relationship information between elements conditioned on the time step $t$ and layout attributes $f$. We concatenate the geometric embedding and attributes embedding, and then use a fully-connected layer to fuse element representation. We further perform an element-wise plus operation with timestep embedding on the results to finally obtain the element tokens.

Algorithm 1: Training LayoutDM

| Require: | conditional layout denoiser $\epsilon_\theta$ |
| repeat | Sample $(g_0, f) \sim q_{\text{data}}$;  
| | $t \sim \text{Uniform}([1, \cdots, T])$;  
| | $\epsilon \sim \mathcal{N}(0, 1)$;  
| | $g_t = \sqrt{\alpha_t}g_0 + \sqrt{1-\alpha_t}\epsilon$;  
| | Take gradient descent step on  
| | $\nabla_\theta ||\epsilon - \epsilon_\theta(g_t, t, f)||^2$;  
| until converged; | |

Algorithm 2: Sampling

| Input: | layout attributes $f$ |
| Output: | layout geometric parameters $g_0$ |
| Sample $g_0 \sim \mathcal{N}(0, 1)$;  
| for $t = T, \cdots, 1$ do  
| | $z \sim \mathcal{N}(0, 1)$ if $t > 1$, else $z = 0$;  
| | $g_t = \frac{1}{\sqrt{\alpha_t}}(g_t - \frac{1-\alpha_t}{\sqrt{1-\alpha_t}}\epsilon_\theta(g_t, t, f)) + \sigma_t z$  
| end  
| return $g_0$ |

Transformer layers. Generating an effective layout requires understanding the relationships between layout elements. Self-attention mechanism in Transformer [43] has proven effective in capturing high-level relationships between lots of elements in layout generation [1, 11, 15]. In this paper, we adopt multhead attention mechanism to capture relationship information between elements from element tokens. We stack multiple transformer layers (8 in our model) to enable cLayoutDenoiser to capture relationships between layout elements from the element tokens. Positional encoding is omitted because of the unordered nature of elements.

\[
    \hat{E} = \text{LayerNorm}(E_{l-1}^{l-1} + \text{Head}(e_{1}^{l-1}, \cdots, e_{N}^{l-1})) \quad (9) \\
    E' = \text{LayerNorm}(\hat{E} + \text{FFN}(\hat{E})) \quad (10)
\]

where $l = 1, \cdots, L$ denotes the layer index, $\text{Head}$, $\text{LayerNorm}$ and $\text{FFN}$ denote multi-head attention layer, Layer Normalization [3] and fully connected feed-forward network. $E_{l-1}^{l-1} = (e_{1}^{l-1}, \cdots, e_{N}^{l-1})$ are the intermediate element tokens used as the input of $l$-th transformer layer.

3.4. Training and Inference

Following denoising diffusion probabilistic model [14], we optimize random terms $L_t$ which are the KL divergences between $p_\theta(g_{t-1} | g_t, f)$ and forward process posteriors. After simplifying the objective function following the method in [14], the final loss function is as follows:

\[
    L_{\text{simple}}(\theta) = ||\epsilon - \epsilon_\theta(g_t, t, f)||^2 \\
    = ||\epsilon - \epsilon_\theta(\sqrt{\alpha_t}g_0 + \sqrt{1-\alpha_t}\epsilon_\theta(g_t, t, f)||^2 \quad (11)
\]
where $\epsilon \sim \mathcal{N}(0, I)$, $\epsilon_\theta$ is our conditional layout denoiser, $g_t \sim \mathcal{N}(g_t; \sqrt{\sigma_t}g_0, (1 - \sigma_t)I)$ is computed using the property of Gaussian distributions and $g_0$ is the real layout geometric parameters. $\{\beta_t\}_{t=1}^{T}$ are forward process variances, $\alpha_t = 1 - \beta_t$ and $\pi_t = \prod_{s=t}^{T} \alpha_s$.

The training and sampling algorithm of LayoutDM are illustrated in Algorithm 1 and Algorithm 2 respectively.

4. Experiments

4.1. Experimental Settings

Datasets. We evaluate our method on five public datasets of layouts for documents, natural scenes, magazines, text logos and mobile phone UIs. Rico [7] is a dataset of user interface designs for mobile applications, containing 72,219 user interfaces from 9,772 Android apps. PublayNet [47] contains 330K samples of machine-annotated scientific documents crawled from the Internet with five categories (text, title, figure, list, table). Magazine [46] is a magazine layout dataset that covers a wide range of magazine categories. It consists of semantic layout annotations. COCO [26] is a large-scale labeled image dataset that contains images of natural scenes with instance segmentation. TextLogo3K [44] is a recently released dataset of text logos. It consists of 3,470 text logo images with manually annotated bounding boxes and pixel-level masks for each character.

Evaluation metrics. To validate the effectiveness of LayoutDM, we employ four metrics in the literature to measure the perceptual quality of layouts. To be a fair comparison, we follow the guidance in [18] to evaluate these metrics. Specifically, FID [12] measures the distribution distance between real layouts and generated layouts. We use the pre-trained classifiers in [18] to compute FID. Max. IoU [18] measures the similarity between the generated layouts and the reference layouts. It is designed to find the best match for each layout from the generated set to the reference set. Overlap and Alignment measure the perceptual quality of generated layouts. Overlap measures the total overlapping area between any pair of bounding boxes inside the layout. Additionally, we measure the Alignment by computing an alignment loss proposed in [25].

Implementing details. The max time step $T$ in LayoutDM is set to 1000. We set the forward process variances to constants increasing linearly from $\beta_1 = 10^{-4}$ to $\beta_T = 0.02$ following Ho’s design [14]. We use eight transformer layers which use 8-head attention in our model. Adam optimizer [19] with a learning rate of $1 \times 10^{-5}$ is used to optimize learnable parameters. The batch size is set to 1024. We implement our model with PyTorch [32] and PyTorch Lightning. All experiments are performed on a single NVIDIA Quadro RTX 6000 GPU device.

### Table 1. Quantitative comparison conditioned on element category labels.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Model</th>
<th>FID↓</th>
<th>Max. IoU↑</th>
<th>Alignment↑</th>
<th>Overlap↓</th>
</tr>
</thead>
<tbody>
<tr>
<td>LayoutGAN-W [24]</td>
<td>162.75±0.28</td>
<td>0.30±0.00</td>
<td>0.71±0.00</td>
<td>174.11±0.22</td>
<td></td>
</tr>
<tr>
<td>LayoutGAN-R [24]</td>
<td>52.01±0.62</td>
<td>0.24±0.00</td>
<td>1.13±0.04</td>
<td>69.37±0.66</td>
<td></td>
</tr>
<tr>
<td>NDN-none [23]</td>
<td>13.76±0.28</td>
<td>0.35±0.00</td>
<td>0.56±0.03</td>
<td>54.75±0.29</td>
<td></td>
</tr>
<tr>
<td>LayoutGAN++ [18]</td>
<td>14.43±0.13</td>
<td>0.36±0.00</td>
<td>0.60±0.12</td>
<td>59.85±0.59</td>
<td></td>
</tr>
<tr>
<td>VTN [1]</td>
<td>9.31±0.21</td>
<td>0.36±0.00</td>
<td>0.88±0.11</td>
<td>59.31±0.48</td>
<td></td>
</tr>
<tr>
<td>LayoutDM(Ours)</td>
<td>3.03±0.06</td>
<td>0.49±0.00</td>
<td>0.36±0.07</td>
<td>57.55±0.48</td>
<td></td>
</tr>
<tr>
<td>Real data</td>
<td>4.47</td>
<td>0.65</td>
<td>0.26</td>
<td>50.58</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Model</th>
<th>FID↓</th>
<th>Max. IoU↑</th>
<th>Alignment↑</th>
<th>Overlap↓</th>
</tr>
</thead>
<tbody>
<tr>
<td>LayoutGAN-W [25]</td>
<td>195.38±0.46</td>
<td>0.21±0.00</td>
<td>1.21±0.01</td>
<td>138.72±0.21</td>
<td></td>
</tr>
<tr>
<td>LayoutGAN-R [24]</td>
<td>100.24±0.61</td>
<td>0.24±0.00</td>
<td>0.82±0.01</td>
<td>45.64±0.32</td>
<td></td>
</tr>
<tr>
<td>NDN-none [23]</td>
<td>35.67±0.35</td>
<td>0.31±0.00</td>
<td>0.35±0.01</td>
<td>16.5±0.29</td>
<td></td>
</tr>
<tr>
<td>LayoutGAN++ [18]</td>
<td>20.48±0.29</td>
<td>0.36±0.00</td>
<td>0.19±0.00</td>
<td>22.80±0.32</td>
<td></td>
</tr>
<tr>
<td>VTN [1]</td>
<td>13.07±0.47</td>
<td>0.37±0.00</td>
<td>0.30±0.01</td>
<td>13.15±0.24</td>
<td></td>
</tr>
<tr>
<td>LayoutDM(Ours)</td>
<td>4.04±0.08</td>
<td>0.44±0.00</td>
<td>0.15±0.00</td>
<td>3.73±0.08</td>
<td></td>
</tr>
<tr>
<td>Real data</td>
<td>9.54</td>
<td>0.55</td>
<td>0.04</td>
<td>0.22</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Model</th>
<th>FID↓</th>
<th>Max. IoU↑</th>
<th>Alignment↑</th>
<th>Overlap↓</th>
</tr>
</thead>
<tbody>
<tr>
<td>LayoutGAN-W [24]</td>
<td>159.2±0.87</td>
<td>0.12±0.00</td>
<td>0.74±0.02</td>
<td>188.77±0.93</td>
<td></td>
</tr>
<tr>
<td>LayoutGAN-R [24]</td>
<td>100.66±0.35</td>
<td>0.16±0.00</td>
<td>1.90±0.02</td>
<td>111.85±1.44</td>
<td></td>
</tr>
<tr>
<td>NDN-none [23]</td>
<td>23.27±0.09</td>
<td>0.22±0.00</td>
<td>1.05±0.03</td>
<td>30.31±0.77</td>
<td></td>
</tr>
<tr>
<td>LayoutGAN++ [18]</td>
<td>13.35±0.41</td>
<td>0.26±0.00</td>
<td>0.80±0.02</td>
<td>32.40±0.89</td>
<td></td>
</tr>
<tr>
<td>VTN [1]</td>
<td>12.34±0.39</td>
<td>0.25±0.00</td>
<td>1.07±0.03</td>
<td>39.97±0.62</td>
<td></td>
</tr>
<tr>
<td>LayoutDM(Ours)</td>
<td>9.11±0.15</td>
<td>0.29±0.00</td>
<td>0.77±0.03</td>
<td>32.53±0.72</td>
<td></td>
</tr>
<tr>
<td>Real data</td>
<td>12.13</td>
<td>0.35</td>
<td>0.43</td>
<td>25.64</td>
<td></td>
</tr>
</tbody>
</table>

4.2. Quantitative Evaluation

Comparison with state-of-the-art models. We quantitatively evaluate the quality of conditional layout generation results on benchmark datasets: Rico, PublayNet and Magazine. Since most methods are designed for unconditional layout generation and have no available public implementations, we compare our method with conditional LayoutGAN [24], NDN-none [23] and LayoutGAN++ [18] by citing the results in [18]. Moreover, we also implement a conditional VTN [1] as our comparison baseline model, so that we can compare with methods based on both VAEs and GANs. All the metrics are computed on the full test splits of the datasets. We report the mean and standard deviation over five independent evaluations for each experiment.

The comparison results are reported in Tab. 1. From this table, we can observe that: (1) Our method outperforms SOTA methods on both FID and Max. IoU on all three benchmark datasets, which indicates that the generated layouts by our method are more similar to the real layouts than those by SOTA methods. This verifies that our LayoutDM can produce higher-quality and more diverse layouts than SOTA methods, since FID captures both diversity and fidelity. (2) Layouts generated by our method have a lower
outperforms SOTA methods on all metrics. As shown in this table, our model also adopts the metrics used by BLT [21], and compare our proposed BLT model with these models under the settings of conditional layout generation. However, they compute the metrics (IoU [21], Alignment [23], Overlap [24]) in different ways. As an extended comparison, we adopt the metrics used by BLT [21], and compare our LayoutDM with VTN, LayoutTransformer, LayoutVAE, NDN and BLT on PublayNet. The comparison results are reported in Tab. 2. As shown in this table, our model also outperforms SOTA methods on all metrics.

### Table 2. Comparison with extended methods on PublayNet.

Quality results are cited from [21]. “Trans.” denotes “LayoutTransformer” and “L-VAE” denotes “LayoutVAE”.

<table>
<thead>
<tr>
<th>Architecture</th>
<th>FID ↓</th>
<th>Max. IoU ↑</th>
<th>Alignment ↓</th>
<th>Overlap ↓</th>
</tr>
</thead>
<tbody>
<tr>
<td>w/o transformer</td>
<td>52.64</td>
<td>0.29</td>
<td>1.08</td>
<td>58.13</td>
</tr>
<tr>
<td>Full model</td>
<td>3.03</td>
<td>0.49</td>
<td>0.36</td>
<td>57.55</td>
</tr>
</tbody>
</table>

Note here that, we don’t compare LayoutDM to other state-of-the-art methods such as LayoutTransformer [11] and Coarse2Fine [16], because these methods focus on unconditional layout generation problem which is different to our setting. Recently, Kong et al. [21] reimplement the conditional version of VTN and LayoutTransformer, and compare their proposed BLT model with these models under the settings of conditional layout generation. However, they compute the metrics (IoU [21], Alignment [23], Overlap [24]) in different ways. As an extended comparison, we adopt the metrics used by BLT [21], and compare our LayoutDM with VTN, LayoutTransformer, LayoutVAE, NDN and BLT on PublayNet. The comparison results are reported in Tab. 2. As shown in this table, our model also outperforms SOTA methods on all metrics.

### Effect of transformer layers.

We conduct ablation experiments to demonstrate the effectiveness of the transformer layers in LayoutDM. Quantitative results are reported in Tab. 3 and qualitative comparisons are shown in Fig. 3. We have the following observation: After replacing the transformer structure in LayoutDM with a sequence of FC layers, the model can still predict a suitable size for each element, but the positional relationships between elements can not be handled, resulting in significant overlapping and misalignment. This proves that the transformer layers play an essential role and can efficiently capture and utilize the high-level relationships between elements to generate high-quality layouts which follow design rules and aesthetic principles.

<table>
<thead>
<tr>
<th>Architecture</th>
<th>FID ↓</th>
<th>Max. IoU ↑</th>
<th>Alignment ↓</th>
<th>Overlap ↓</th>
</tr>
</thead>
<tbody>
<tr>
<td>w/o transformer</td>
<td>99.60</td>
<td>0.27</td>
<td>0.89</td>
<td>63.87</td>
</tr>
<tr>
<td>Full model</td>
<td>4.04</td>
<td>0.44</td>
<td>0.15</td>
<td>3.73</td>
</tr>
</tbody>
</table>

### Generation quality comparison.

To qualitatively compare the generation performance of different models, we compare with the state-of-the-art method LayoutGAN++ and our implemented conditional VTN. We randomly sample layouts from the test dataset and use the element category labels as conditional inputs. Fig. 2 shows the qualitative comparison results. As one can see, LayoutDM can arrange elements in a reasonable and complicated way, generating higher quality layouts than the other two, with fewer overlapping and better alignment.

### Generation diversity comparison.

The diversity of results is also an important factor in evaluating the method. We compare the diversity of layouts generated by conditional VTN, LayoutGAN++, and LayoutDM. Fig. 4 show the comparison results. One can see that conditional VTN and LayoutDM generate more diverse results. The Figure element in the results floats on the page. Compared to the other two models, LayoutGAN++ captures less diversity, which places a large Figure element on the top of the pages in columns 2, 4, and 5. LayoutDM performs well in diversity because it breaks the generation into a series of conditional diffusion steps which are relatively easy to model. This alleviates the mode collapse problem in strongly conditional generation task that can lead to the generation of similar modes. We provide more qualitative comparisons on diversity in the supplementary material.

### Rendering results comparison.

We render graphic pages for better visualization using the generated layouts. Fig. 5 show the rendering results comparison on PublayNet. We find the layouts generated by LayoutDM follow design rules well and reasonably allocate page space. Compared to the results generated by LayoutGAN++, our results are better in alignment and have no overlapping between elements. Note that we crop the elements from the original document and then render the pages using a simple resize-to-fit method, so the text areas and figures will suffer some distortion. In real design scenarios, this problem can be solved by element customization (e.g., adjust the font size).
4.4. Extended Layout Generation Tasks

**Text logo layout generation.** TextLogo3K [44] dataset contains character and word embedding of texts in the logos. Although the dataset does not provide any label information, we can still generate logo layouts conditioned on the provided textual features. Positional encoding is added to LayoutDM to make the transformer structure aware of the reading order in textual feature sequences. We compare the logo layout generation results of LayoutDM and those generated by the logo layout generator provided by TextLogo3K [44]. The qualitative results are shown in Fig. 6. As one can see, our model generates reasonable logo layouts while maintaining the correct reading order and aesthetic principles. Compared to LogoGAN, the style of the logos generated by our model is more flexible, not simply arranging the text from left to right. Our model also performs better when there are large numbers of characters in the layout, where LogoGAN fails to generate reasonable results.

**Scene layout generation.** Our model can also generate
Figure 5. Rendering results comparison. Top: Rendered pages using layouts generated by LayoutGAN++. Middle: Rendered pages using layouts generated by LayoutDM. Bottom: Real paper pages in PublayNet.

Figure 6. Text logo generation results. “LogoGAN” denotes the text logo generation model proposed in [44]. “Condition” represents the textual features (including character and word embeddings) used as conditional input in LogoGAN and LayoutDM. “/” is the symbol for splitting tokens.

natural scene layouts. We illustrate the qualitative results of the scene layout generation on COCO in Fig. 7. Given the labels of scene elements in a scene, our model generates reasonable scene layout proposals. We then use a downstream layout-to-image generation application [2] to finally render natural scene images. The results show that our model learns the principle of scene layouts well and can understand the complex relationships between elements in natural scenes. For example, the boat should be in the river and the cloud should be in the upper part of the scene.

4.5. Limitations

Although our method shows impressive results in the conditional layout generation problem in comparison to existing methods, it still has limitations. For example, like other layout generation methods, our approach treats design elements as being on a single-layer canvas. This cannot model a layout with multiple layers occluding each other. Our method also has no advantage over other generative models in generation speed because the generation of the diffusion model requires an iterative denoising process. We leave the solution to the above problems for future work.

5. Conclusion

This paper proposes a transformer-based diffusion model LayoutDM to address conditional layout generation. We introduce a purely transformer-based Layout Denoiser to model the diffusion reverse process. Benefitting from both DDPM and transformer, in comparison to existing methods, LayoutDM can generate high-quality generation with desired properties such as better diversity, faithful distribution coverage, and stationary training. Quantitative and qualitative results demonstrate that our model outperforms the state-of-the-art methods in terms of visual perceptual quality and diversity.
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