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Figure 1. Our approach enables unconditional synthesis of unbounded 3D nature scenes with a persistent scene representation (left), using
a scene layout grid representing a large-scale terrain model (depicted above as the checkered ground plane). This representation enables
us to generate arbitrary camera trajectories, such as the six numbered views shown along a cyclic camera path (center). The persistence
inherent to our representation stands in contrast to prior auto-regressive methods [42] that do not preserve consistency under circular camera
trajectories (right); while the two images shown on the right are at the start and end of a cyclic path, the terrain depicted is completely
different. Our method is trained solely from unposed, single-view landscape photos.

Abstract
Despite increasingly realistic image quality, recent 3D

image generative models often operate on 3D volumes of
fixed extent with limited camera motions. We investigate
the task of unconditionally synthesizing unbounded nature
scenes, enabling arbitrarily large camera motion while main-
taining a persistent 3D world model. Our scene represen-
tation consists of an extendable, planar scene layout grid,
which can be rendered from arbitrary camera poses via a
3D decoder and volume rendering, and a panoramic sky-
dome. Based on this representation, we learn a generative
world model solely from single-view internet photos. Our
method enables simulating long flights through 3D land-
scapes, while maintaining global scene consistency—for
instance, returning to the starting point yields the same
view of the scene. Our approach enables scene extrap-
olation beyond the fixed bounds of current 3D genera-
tive models, while also supporting a persistent, camera-
independent world representation that stands in contrast
to auto-regressive 3D prediction models. Our project page:
https://chail.github.io/persistent-nature/.

1. Introduction

Generative image and video models have achieved re-
markable levels of realism, but are still far from pre-
senting a convincing, explorable world. Moving a vir-
tual camera through these models—either in their latent
space [3, 23, 29, 72] or via explicit conditioning [35]—is not
like walking about in the real world. Movement is either very
limited (for example, in object-centric models [5]), or else
camera motion is unlimited but quickly reveals the lack of a
persistent world model. Auto-regressive 3D synthesis meth-
ods exemplify this lack of persistence [42, 45]; parts of the
scene may change unexpectedly as the camera moves, and
you may find that the scene is entirely different when return-
ing to previous positions. The lack of spatial and temporal
consistency can give the output of these models a strange,
dream-like quality. In contrast, machines that can generate
unbounded, persistent 3D worlds could be used to develop
agents that plan within a world model [21], or to build vir-
tual reality experiences that feel closer to the natural world,
rather than appearing as ephemeral hallucinations [42].

We therefore aim to develop a unconditional generative
model capable of generating unbounded 3D scenes with a
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persistent underlying world representation. We want synthe-
sized content to move in a way that is consistent with camera
motion, yet we should also be able to move arbitrarily far and
still generate the same scene upon returning to a previous
camera location, regardless of the camera trajectory.

To achieve this goal, we model a 3D world as a terrain
plus a skydome. The terrain is represented by a scene layout
grid—an extendable 2D array of feature vectors that acts as
a map of the landscape. We ‘lift’ these features into 3D and
decode them with an MLP into a radiance field for volume
rendering. The rendered terrain images are super-resolved
and composited with renderings from the skydome model
to synthesize final images. We train using a layout grid of
limited size, but can extend the scene layout grid by any de-
sired amount during inference, enabling unbounded camera
trajectories. Since our underlying representation is persistent
over space and time, we can fly around 3D landscapes in a
consistent manner. Our method does not require multiview
data; each part of our system is trained from an unposed
collection of single-view images using GAN objectives.

Our work builds upon two prior threads of research that
tackle generating immersive worlds: 1) generative models of
3D data, and 2) generative models of infinite videos. Along
the first direction are generators of meshes, volumes, radi-
ance fields, etc (e.g., [5, 54, 59]). These models represent a
consistent 3D world by construction, and excel at render-
ing isolated objects and bounded indoor scenes. Our work,
in contrast, tackles the challenging problem of generating
large-scale unbounded nature scenes. Along the second di-
rection are methods like InfiniteNature [42, 45], which can
indeed simulate visual worlds of infinite extent. These meth-
ods enable unbounded scene synthesis by predicting new
viewpoints auto-regressively from a starting view. However,
they do not ensure a persistent world representation; content
may change when revisited.

Our method aims to combine the best of both worlds,
generating boundless scenes (unlike prior 3D generators)
while still representing a persistent 3D world (unlike prior
video generative models). In summary:

• We present an unconditional 3D generative model for
unbounded nature scenes with a persistent world repre-
sentation, consisting of a terrain map and skydome.
• We augment our generative pipeline to support camera

extrapolation beyond the training camera distribution
by extending the terrain features.
• Our model is learned entirely from single-view land-

scape photos with unknown camera poses.

2. Related Work
Image and view extrapolation. Pioneering work by
Kaneva et al. [32] proposed the task of infinite image extrap-
olation by using a large image database to perform classical

2D image retrieval, stitching, and rendering. More recently,
various learning-based 2D image inpainting [24, 41, 46, 67,
79, 94, 95, 97] and outpainting [2, 9, 43, 80, 89, 91] methods
have been developed. These methods fill in missing image
regions or expand the field of view by synthesizing realistic
image content that is coherent with the partial input image.
Beyond 2D, prior work has explored single-view 3D view
extrapolation, often by applying 2D image synthesis tech-
niques within a 3D representation [28, 30, 40, 65, 66, 74, 90].
However, these methods can only extrapolate content within
a very limited range of viewpoints.

Video generation. Video generation aims to synthesize re-
alistic videos from different types of input. Unconditional
video generation produces long videos often from noise
input [3,17,19,47,53,77,83], while conditional video gener-
ation generates sequences by conditioning on one or a few
images [13, 15, 27, 36, 38, 84, 85, 85, 86, 88, 92, 96], or a text
prompt [26, 75]. However, applying these ideas in 3D re-
quires supervision from multi-view training data, and cannot
achieve persistent 3D scene content at runtime, since there is
no explicit 3D representation. Some recent work preserves
global scene consistency via extra 3D geometry inputs such
as point clouds [49] or voxel grids [22]. In contrast, our
method synthesizes both the geometry and appearance of an
entire world from scratch using a global feature representa-
tion to achieve consistent generated content.

Generative view synthesis. Novel view synthesis aims to
produce new views of a scene from single [7,31,37,57,66,73,
74,81,82,90,93] or multiple image observations [1,10,16,39,
48,50–52,64,68,71,87,98] by constructing a local or global
3D scene representation. However, most prior methods can
only interpolate or extrapolate a limited distance from the
input views, and do not possess a generative ability.

On the other hand, a number of generative view synthesis
methods have been recently proposed utilizing neural vol-
umetric representations [5, 14, 20, 54–56, 62, 69, 78]. These
methods can learn to generate 3D representations from 2D
supervision, and have demonstrated impressive results on
generating novel objects [59], faces [5, 12, 20, 58], or indoor
environments [14, 63]. However, none of these methods can
generate unbounded outdoor scenes due to lack of multi-
view data for supervision, and due to the larger and more
complex scene geometry and appearance that is difficult to
model with prior representations. In contrast, our approach
can generate globally consistent, large-scale nature scenes
by training solely from unstructured 2D photo collections.

Our work is particularly inspired by recent perpetual
view generation methods, including InfiniteNature [45] and
InfiniteNature-Zero [42], which can generate unbounded fly-
through videos of natural scenes, and are trained on nature
videos or photo collections. However, these methods gener-
ate video sequences in an auto-regressive manner, and there-
fore cannot achieve globally consistent 3D scene content.
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Figure 2. Overview of scene layout decoding. The layout generator Gland samples a random latent code to produce a 2D scene layout grid
fland representing the shape and appearance of a terrain map, and which can be spatially extended using a grid of latent codes (see § 3.2). To
render an image from a given camera, sampled points along camera rays passing over the feature plane are decoded via an MLP into a color
feature fcolor and density σ, which are then volume rendered. This produces a low-resolution image, mask, depth, image features, and a
projected noise pattern, which are provided to a refinement network Gup to produce final image, mask, and depth outputs.

Our approach instead adopts a global scene representation
that can be trained to generate consistent-by-construction
and realistic novel views spanning large-scale scenes. Con-
current works for scene synthesis InfiniCity [44] and Scene-
Dreamer [8] leverage birds-eye-view representations, while
SceneScape [18] builds a mesh representation from text.

3. Method
Our scene representation for unbounded landscapes con-

sists of two components, a scene layout grid and a skydome.
The scene layout grid models the landscape terrain, and is a
2D grid of features defined on a “ground plane.” These 2D
features are intended to describe both the height and appear-
ance content of the terrain, representing the full 3D scene
— in fact, we decode these features to a 3D radiance field,
which can then be rendered to an image (§3.1). To enable
camera motion beyond the training volume, we spatially ex-
tend the 2D feature grid to arbitrary sizes (§3.2). Because it
is computationally expensive to generate and volume render
highly detailed 3D content at the scale we aim for, we use an
image-space refinement network that adds additional texture
detail to rendered images (§3.3).

The second scene component is a skydome (§3.4), which
is a spherical (panoramic) image intended to model very
remote content, such as the sun and sky, as well as distant
mountains. The skydome is generated to harmonize with the
terrain content described by the scene layout grid.

All the stages of our approach are trained with GAN
losses (§3.5). In what follows, we use the 3D coordinate
convention that the ground plane is the xz-plane, and the y-
axis represents height above or below this plane. Generally,
the camera used to view the scene will be positioned some
height above the ground.

3.1. Scene layout generation and rendering

To represent a distribution over landscapes, we take a
generative approach following the layout representation of

GSN [14]. First, a 2D scene layout grid is synthesized from
a sampled random noise code z passed to a StyleGAN2 [34]
generator Gland. This creates a 2D feature grid fland, which
we bilinearly interpolate to obtain a 2D function over spatial
coordinates x and z:

fland(x, z) = Interpolate(Gland(z), (x, z)) (1)

To define a full 3D scene, we need a way to compute the
content at any 3D location (x, y, z). We define a multi-layer
perceptron M that takes a scene grid feature, as well as the
height y of the point at which we want to evaluate the scene
content. The outputs of M are the 2D-to-3D lifted feature
fcolor and the density σ at point (x, y, z):

fcolor, σ =M(fland(x, z), y). (2)

In this way, the 2D scene layout grid determines a radiance
field over all 3D points within the bounds of the grid [14,
70, 93]. That is, feature vectors in the grid encode not just
appearance information, but also the height (or possibly
multiple heights) of the terrain at their ground location.

To render an image from a desired camera pose, we cast
rays r from the camera origin through 3D space, sample
points (x, y, z) along them, and compute fcolor and σ at
each point. We then use volume rendering to composite
fcolor along each ray into projected 2D image features fim, a
disparity image dLR, and a sky segmentation mask mLR. We
form an initial RGB image of the terrain, ILR, via a learned
linear projection P of these image features. This process is
depicted in the left half of Fig. 2, and is defined as:

fim(r) =

N∑
i=1

wifcolor,i, dLR(r) =

N∑
i=1

widi,

mLR(r) =

N∑
i=1

wi, ILR = Pfim,

(3)

where i ∈ {1..N} refers to the index of each sampled point
along ray r in order of increasing distance from the camera,
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Figure 3. Layout extension procedure. To extend the layout at in-
ference time, we sample noise codes z in a grid arrangement. To
smoothly transition between adjacent feature grids, we use the
SOAT (StyleGAN of All Trades) procedure [11] in 2D. Operating
on a 2 × 2 sub-grid, we apply each generator layer four times in
fully convolutional manner over the entire sub-grid, each time con-
ditioned on a different corner latent code z, before multiplying by
bilinear blending weights. This process is repeated for each layer
of the generator and each sub-grid. Each 2× 2 sub-grid produces
a 2H × 2W feature grid, and sub-grids are blended together in
an overlapping fashion to obtain an extended feature grid fland of
arbitrary spatial size.

di is the inverse-depth (disparity) of point i, and weights wi

are determined from the volume rendering equations used in
NeRF [51] (see supplemental).

We intend the mask mLR to distinguish sky regions
(which will be empty and filled later using the skydome)
from non-sky regions, and achieve this by training using
segmented real images in which color and disparity for sky
pixels are replaced with zero. Since to achieve zero disparity
all weights along a ray must be zero (which also results in a
zero-valued color feature), this approach encourages the gen-
erator to omit sky content. However, while we find that the
model indeed learns to generate transparent sky regions, land
geometry can also become partially transparent. To counter
this, we penalize visible decreases in opacity along viewing
rays using finite differences of opacity α:

Ltransparent(r) =

N∑
i=2

wi
max(αi−1 − αi, 0)

δi
. (4)

3.2. Layout Extension

While Gland creates a fixed-size feature grid, our objec-
tive is to generate geometry of arbitrary size, enabling long-
distance camera motion at inference time. Hence, we devise
a way to extend the feature grid in the x and z dimensions.
We illustrate this process in Fig. 3, where we first sample
noise codes z in a grid arrangement, where each z generates
a 2D layout feature grid of size H ×W . To obtain a smooth
transition between these independently sampled layout fea-
tures, we generalize the image interpolation approach from
SOAT (StyleGAN of all Trades) [11] to two dimensions. We
operate on 2× 2 sub-grids and blend intermediate features

from each layer of the generator as follows:

fk,l+1 = Gl(fl, zk); k = {00, 01, 10, 11}

fl+1 =
∑

k={00,01,10,11}

βk(x, z)fk,l+1. (5)

For each of the four corner anchors k, we construct the
modulated feature fk,l+1 by applying Gl (the l-th layer of
Gland) in a fully convolutional manner over the entire sub-
grid. We then interpolate between the four feature grids using
bilinear interpolation weights βk(x, z). By stitching these
2 × 2 sub-grids in an overlapping manner, we can obtain
a scene layout feature grid of arbitrary size to use as fland.
Additional details are provided in the supplemental.

3.3. Image refinement

Due to the computational cost of volume rendering, train-
ing the layout generator at higher resolutions becomes im-
practical. We therefore use a refinement network Gup to up-
sample the initial generated image ILR to a higher-resolution
result IHR, while adding textural details (Fig. 2-right). We
use a StyleGAN2 backbone for Gup, replacing the earlier
feature layers with feature output fim and the RGB residual
layers with a concatenation of ILR, dLR, and mLR. To encour-
age the refined terrain image IHR to be consistent with the
sky mask, the network also predicts a refined disparity map
and sky mask for compositing with the skydome (see §3.4):

IHR, dHR,mHR = Gup(fim, ILR, dLR,mLR). (6)

We compute a reconstruction loss between the initial and
refined disparity and mask outputs, and penalize Gup for
producing gray sky pixels in IHR outside the predicted mask
mHR. Please see the supplemental for more details.

For fine texture details, StyleGAN2 also uses layer-wise
spatial noise in intermediate generator layers (in addition to
the global latent z). Using a fixed 2D noise pattern results
in texture ‘sticking’ as we move the camera [33], but resam-
pling it every frame reduces spatial coherence and removing
it entirely results in convolutional gridding artifacts. To avoid
these issues and improve spatial consistency, we replace the
2D image-space noise with projected 3D world-space noise,
where the noise input to Gup is the projection of samples
from a grid of noise, n. This noise pattern is drawn from a
standard Gaussian distribution defined on the ground plane
at the same resolution of the layout features, which is then
lifted into 3D and volume rendered along each ray r:

n(r) =

N∑
i=1

win(x, z). (7)

3.4. Skydome

We model remote content (sky and distant mountains) sep-
arately with a skydome generator Gsky (Fig.4). This genera-
tor follows the StyleGAN3 architecture [33], with a mapping
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Figure 4. Skydome generator. Conditioned on the terrain image, the
skydome generatorGsky synthesizes distant content (e.g., sky pixels
and remote mountains) that is consistent with the generated terrain
using encoder Eclip. Gsky is conditioned on cylindrical coordinates
which can be unwrapped to produce a panoramic skydome image.

network and synthesis network conditioned on cylindrical
coordinates [4]. We adapt it by conditioning on the terrain
output: we encode terrain images IHR using the pretrained
CLIP image encoder Eclip [60], and concatenate this to the
style-code output of the mapping network as input into Gsky:

Isky = Gsky(concat(Eclip(IHR),mapping(z))). (8)

Conditioning on the foreground terrain image encourages the
skydome generator to generate a sky that is consistent with
the terrain content. This model trains on single-view land-
scape images but can produce a full panorama at inference-
time by passing in coordinates that correspond to a 360◦

cylinder. The skydome is rendered to an individual camera
viewpoint using camera ray directions, giving the skydome
image Idome which is then composited with the terrain image
using the sky mask:

Ifull = IHR �mHR + Idome � (1−mHR). (9)

3.5. Training

We train the layout generator (rendering at 32x32), re-
finement network (upsampling to 256x256), and skydome
generator separately. To train the refinement network, we op-
erate on outputs of the layout generator, freezing the weights
of that model. For the skydome generator, we train using
real landscape images, and apply it only to the outputs of
the refinement network at inference time. We follow the
StyleGAN2 objective [34], with additional losses for each
training stage, architecture, and hyperparameters provided
in the supplemental.

Dataset and camera poses. We train on LHQ [76], a dataset
of of 90K unposed, single-view images of natural landscapes.
A number of LHQ images contain geometry that is not
amenable to “flying”, such as a landscape pictured through
a window, or a closeup of trees. Therefore, we perform a
filtering process on LHQ prior to training (see supplemental).
We also obtain auxiliary outputs – disparity and sky seg-
mentation – using the pretrained DPT [61] model. Disparity

and sky segmentation are used to construct the real image
distribution in the GAN training phases.

After filtering, we use 56,982 images for training, and
augment with horizontal flipping. During training we also
need to sample camera poses. Prior 3D generators [5, 6, 14,
20, 58, 69] either use ground-truth poses from a simulator, or
assume an object-centric camera distribution in which the
camera looks at a fixed origin from some radius. Because
our dataset lacks ground truth poses, we first sample a bank
of training poses uniformly across the layout feature grid
with random small height offsets, and rotate such that the
near half of the camera view frustum falls entirely within the
layout grid. Since the aerial layout should not be specific to
any given camera pose, we generate fland without any camera
pose information, and then adopt the sampling scheme from
GSN [14] which samples a camera pose from the initial
training pose bank proportional to the inverse terrain density
at each camera position, to avoid placing the camera within
occluding geometry.

4. Experiments
Given its persistent scene representation and the exten-

sibility of the its layout grid, our model enables arbitrary
motion through a synthesized landscape, including long cam-
era trajectories. We show sample outputs from our model
under a variety of camera movements (§ 4.1); present qual-
itative and quantitative comparisons with alternate scene
representations, including auto-regressive prediction models
and unconditional generators defined for bounded or object-
centric scenes (§ 4.2); and investigate variations of our model
to evaluate design decisions (§ 4.3).

4.1. Persistent, unbounded scene synthesis

Figure 5 shows example landscapes generated by our
model with various camera motions. As the camera moves
(by rotating and/or translating) the generated imagery
changes in a way that is consistent with the underlying ge-
ometry, e.g. hills move across the image or become closer.
Extending the generated aerial feature grid allows us to place
the camera outside the distribution of training camera poses,
while maintaining both geometric and stylistic consistency.
As illustrated in Figure 1 and our project page, the persis-
tent and extendable layout features enables synthetic ‘flights’
over large distances that can also return to a consistent start-
ing point.

4.2. Comparing scene representations

We compare our model with three state-of-the-art meth-
ods. InfiniteNature-Zero is an auto-regressive method that,
given an initial frame, generates successive frames sequen-
tially by warping each image to the next based on depth [42].
It allows for unbounded camera trajectories, but has no per-
sistent world model. GSN [14] and EG3D [5] are uncon-
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Figure 5. Visualization of nearby and extrapolated camera motion. Each row shows a set of sampled viewpoints, shown in an overhead view
in the first column, and the corresponding rendered images in the other columns. Our model enables 3D-consistent view synthesis, visible
under rotating or translating camera trajectories. We can also extrapolate the layout features at inference time, enabling camera motions
outside of the training camera distribution (shown as a black square in the last two rows) with a consistent scene style.

Model Persistent Unbounded FID Consistency

Cforward 1-step cycle

Inf Nat Zero [42] 7 3 28.15 1.84 3.94
Ours (128px) 3 3 26.09 2.12 0.00

Table 1. Comparison with InfiniteNature-Zero. Using camera mo-
tions from InfiniteNature-Zero, we evaluate image quality as FID on
5K images after moving 100 steps forward (Cforward), one-step con-
sistency as the L1 error when backwards warping one camera step,
and cycle consistency as the L1 error between the original frame
and the result after a pair of forward/backward steps. InfiniteNature-
Zero is more consistent for a single step, but it has non-zero cyclic
consistency error, and image quality degrades after repeated model
applications. L1 values are multiplied by 100 throughout.

ditional generative models: GSN uses a layout feature grid
which is also the basis of our model, but focuses on bounded
indoor scenes with ground-truth camera pose trajectories,
while EG3D uses a tri-plane representation and primarily
focuses on objects and portraits. These methods have persis-
tent world models (feature grid and tri-plane representation)
but do not allow for unbounded trajectories.

Model Persistent Unbounded FID Consistency
Ctrain Cforward Crandom

GSN [14] 3 7 29.95 50.22 45.48 12.80
EG3D [5] 3 7 9.85 30.17 32.08 3.01
Ours 3 3 21.42 26.67 23.39 3.56

Table 2. Quantitative comparison to unconditional GANs. We eval-
uate image quality as FID on 5K images on (a) training camera
poses Ctrain, (b) forward motion Cforward (See Table 1), (c) random
camera poses Crandom. One-step consistency error is measured as
the L1 error when backwards warping the result after one camera
step to the initial frame, multiplied by 100. Once outside the train-
ing pose distribution our model generates better images than other
methods, with consistency close to that of EG3D.

Quantitative comparisons. We evaluate image quality us-
ing FID [25], and multi-view consistency using photometric
error. To compare with InfiniteNature-Zero (Table 1), we ini-
tialize with an image and depth map from our model, move
the camera forwards using a forward motion trajectory from
InfiniteNature-Zero, and evaluate image quality at a distance
of 100 forward steps. Our model attains better FID, showing
that it does not suffer from image degradation due to succes-
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Figure 7. Qualitative comparison of model variations. Each row shows a model variant, visualizing generated geometry (as a rendered scene
filled with a checkerboard pattern), sky mask, rendered terrain, and final image composite. (Top) Without geometry regularization, the
model produces semi-transparent terrain. (Middle) Adding geometry regularization (Eqn. 4) makes the terrain more solid, but there are
inconsistencies between the terrain and mask prediction. (Bottom) Our full model uses geometry regularization and also adds a upsampler
that operates on inverse-depth and sky mask inputs in addition to RGB (Eqn. 6) to discourage boundary effects between the terrain and sky.

sive applications of an auto-regressive model. To compute
one-step consistency error, we generate a new frame at a po-
sition equivalent to one forward step of InfiniteNature-Zero,
warp it back to the original camera position using depth, and
compute L1 error with the original frame in the overlapping

region. Because InfiniteNature-Zero uses explicit warping as
part of its model, it can achieve better one-step consistency,
whereas our 2D upsampling operation is more susceptible
to geometric inconsistency. We measure cyclic consistency
error as the L1 error between the initial frame to the result
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after a step forward and back. Because InfiniteNature-Zero
lacks a persistent global representation, it has non-zero cyclic
consistency error, whereas our model is fully consistent with
zero cyclic consistency error.

To compare with the unconditional generative models
GSN and EG3D, we compute FID on sets of output images
corresponding to different distributions of camera positions:
camera poses used in training which are intended to overlap
with the layout, camera poses 100 steps forward from these
mimicking InfiniteNature-Zero trajectories, and a uniform
distribution of randomly oriented cameras over the layout
grid. As seen in Table 2, GSN is the least successful method
when applied to this domain. EG3D generates high-quality
images at training camera poses, but tends to represent the
scene as floating nearby clouds with planar mountains at
the edges of the volume (incorrect geometry). Our method
generalizes better to new camera positions. GSN has the
highest one-step consistency error, while the consistency
error of our model is close to that of EG3D (which relies less
on 2D upsampling). In the supplemental, we experiment with
an alternative architecture that builds on extendable triplane
units with lower consistency error and faster rendering speed.

Qualitative comparisons. In Fig. 6 we show example out-
puts of each model over forward-moving and rotating tra-
jectories. Due to its auto-regressive nature, the quality of
InfiniteNature-Zero’s output degrades somewhat as the cam-
era trajectory becomes longer. A more serious limitation
is that, trained only on forward movement, it is unable to
synthesize plausible views under camera rotation. GSN and
EG3D also struggle with long camera trajectories, produc-
ing unrealistic outputs as the cameras approach the spatial
limits of the training camera distribution. In the case of GSN
applied to our setting, the results contain flickering and grid-
like artifacts, which our projected noise (§ 3.3) mitigates.

4.3. Model Variations

To investigate individual components of our model, we
separately evaluate variations of the layout generator and
refinement network.

Layout generator. The resolution of the scene layout grid
and the number of samples per ray affect the quality of the
volume-rendered output ILR. As shown in Table 3, higher
resolution and more samples lead to the best image quality
(FID computed on 32×32 pixel images for speed, compared
to segmented real images with gray sky pixels). To maxi-
mize the capacity of layout generation and rendering within
computational limits we opt for a 256×256 feature grid with
128 samples per ray.

Refinement network. Next, we investigate the refinement
stage, which upsamples and refines the layout generator out-
put. In our full model, the refinement network operates not
only on RGB images but also on inverse-depth and sky mask

Model
Samples
Per Ray

Layout
Resolution

FID
(ILR)

Low 64 32 33.66
Medium 128 32 32.02
High 128 64 22.62
Full 128 256 16.06

Table 3. Variations on layout generation. Higher feature grid reso-
lution and more samples per ray yield the best results, bounded by
computational limits. For speed, FID is computed on 5K samples
rendered at 32×32.

Refinement
Output

Projected
Noise

FID (IHR) Consistency
Ctrain Crandom

IHR 7 26.30 27.08 5.08
IHR, dHR,mHR 7 23.75 27.25 5.81
IHR, dHR,mHR 3 21.42 23.39 3.91

Table 4. Variations on the refinement network. We find refining
not only the low-resolution image but also the depth and sky-mask
improves image quality, but can lead to jittery results. The addition
of projected noise into the upsampler results in smoother frames
with lower consistency error.

(Eqn. 6), and uses projected noise for spatial consistency of
texture detail (Eqn. 7). As shown in Table 4, both help to
improve our model’s FID and consistency error.

As shown in Fig. 7 (second row), upsampling only the
RGB image ILR can lead to output that is inconsistent with
the generated sky mask, leading to temporally unstable gaps
in the final composited image. This figure also shows the
effect of our geometric regularization (Eqn. 4) in reducing
unwanted transparency, especially in distant terrain.

5. Discussion and conclusion

Limitations. A few drawbacks of our model include costly
volume rendering limiting the resolution of ILR, imperfect
3D consistency due to image-space refinement, and imper-
fect or repeating geometry decoded from the scene layout
features. We elaborate in the supplemental.

Conclusion. We present an unconditional world generator
for unbounded synthesis of persistent 3D nature scenes. We
build persistent world representation by modeling scene con-
tent with a spatially extendable layout feature grid which
can be decoded via volume rendering to form a terrain im-
age. This rendered terrain is combined with a separate sky-
dome, representing infinitely far content, to synthesize novel
viewpoints supporting nearby and distant camera motions.
Altogether, our model enables 3D consistent image genera-
tion and view synthesis of unbounded scenes learned from
single-view, unposed landscape photos.
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