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Abstract

Recently, deep Stereo Matching (SM) networks have shown impressive performance and attracted increasing attention in computer vision. However, existing deep SM networks are prone to learn dataset-dependent shortcuts, which fail to generalize well on unseen realistic datasets. This paper takes a step towards training robust models for the domain generalized SM task, which mainly focuses on learning shortcut-invariant representation from synthetic data to alleviate the domain shifts. Specifically, we propose a Hierarchical Visual Transformation (HVT) network to 1) first transform the training sample hierarchically into new domains with diverse distributions from three levels: Global, Local, and Pixel, 2) then maximize the visual discrepancy between the source domain and new domains, and minimize the cross-domain feature inconsistency to capture domain-invariant features. In this way, we can prevent the model from exploiting the artifacts of synthetic stereo images as shortcut features, thereby estimating the disparity maps more effectively based on the learned robust and shortcut-invariant representation. We integrate our proposed HVT network with SOTA SM networks and evaluate its effectiveness on several public SM benchmark datasets. Extensive experiments clearly show that the HVT network can substantially enhance the performance of existing SM networks in synthetic-to-realistic domain generalization.

1. Introduction

Stereo Matching (SM) \cite{7,41,44} aims to find the matching correspondences between a given stereo image pair and then calculate the disparity for depth sensing in many applications, such as robot navigation and autonomous driving \cite{1,28}. Recently, it attracts increasing attention in the computer vision community \cite{4,27,30,42}.

With the development of deep learning \cite{6,18,34–38}, Convolutional Neural Network (CNN) based deep SM networks have shown impressive performance benefiting from their strong ability of feature representation. However, due to the scarcity of sufficient labeled realistic training data, existing state-of-the-art (SOTA) SM networks usually are trained on synthetic data, e.g. SceneFlow \cite{19}, which fail to generalize well to unseen realistic domains as shown in Fig. 1. Generally, the generalizability of cross-domain deep SM networks is mainly hindered by a critical issue: SM networks usually learn superficial shortcut features \cite{5} from synthetic data to estimate the disparity. Specifically, such shortcut features mainly include two types of artifacts: consistent local RGB color statistics and overreliance on local chromaticity features, which are domain-sensitive and non-transferable to unseen domain. The semantic and structural features that are truly desirable are ignored by most existing SM networks. Therefore, the key to addressing the challenging cross-domain SM task is how to effectively learn the domain-invariant representations of the given stereo image pair for synthetic-to-realistic generalization.

Several attempts \cite{3,10,15,26,45} have been made to minimize the synthetic-to-realistic domain gap and learn the domain-invariant representations for the SM task by either 1) exploiting labeled target-domain realistic data to fine-tune the SM network trained with synthetic data \cite{3,10} or 2) training the SM network on both synthetic and realistic data. However, the semantic and structural features that are truly desirable are ignored by most existing SM networks. Therefore, the key to addressing the challenging cross-domain SM task is how to effectively learn the domain-invariant representations of the given stereo image pair for synthetic-to-realistic generalization.

Figure 1. Comparison of the cross-domain SM generalization. Columns from left to right denote a sample image, ground truth disparities, the predicted disparities of the pretrained PSMNet model and our HVT-PSMNet model. Both models are trained on the synthetic SceneFlow \cite{19} dataset and evaluated on the realistic datasets: Middlebury, ETH3D, KITTI 2012 and KITTI 2015.
or 2) jointly using the synthetic data and unlabeled target-domain realistic data to train domain adaptive SM networks \[15, 26, 45\]. Despite their performance improvement on realistic data, these attempts only work well when the target-domain realistic data is provided during training and thus cannot improve the out-of-distribution (OOD) generalization of SM networks, which are less practically useful in real-world scenarios.

In this work, we address the important but less explored challenging problem of single domain generalization in SM, where only the synthetic data is available for training. Considering the fact that most existing SM networks are susceptible to exploiting shortcut cues in synthetic data instead of the semantic and structural correspondences, we propose to learn shortcut-invariant robust representation from synthetic SM image pairs for OOD generalization. Specifically, this paper presents a Hierarchical Visual Transformation (HVT) network to 1) first transform the synthetic training sample hierarchically into new source domains with diverse distributions from three levels: Global, Local, and Pixel, 2) then maximize the image discrepancy between the synthetic source domain and new domains for significantly altering the original distribution, and minimize the cross-domain feature inconsistency to capture domain-invariant features. In this way, we are able to prevent the model from exploiting the artifacts of synthetic stereo images as shortcut features, thereby estimating the disparity maps more effectively based on the learned shortcut-invariant feature representation. Our basic idea is to diversify the distribution of training data and thus force the network to overlook the artifacts from synthetic domain. Note that our proposed HVT network is simple and can be plug-and-play. We integrate HVT with SOTA SM networks during training and evaluate its effectiveness on several challenging SM benchmark datasets. Extensive experiments clearly show that the HVT network can substantially enhance the performance of existing SM networks in synthetic-to-realistic domain generalization without using any auxiliary data or features \[17\].

Our contributions can be briefly summarized as follows:

- We devise a simple yet effective domain generalized SM framework. It leverages a hierarchical visual transformation network to effectively diversify the distribution of training data which prevents the model from exploiting the artifacts in synthetic data as shortcuts.

- We formulate novel learning objectives that force the model to effectively optimize three complementary visual transformations by maximizing domain discrepancy and minimizing feature inconsistency between synthetic domain and new domains, thereby facilitating the learning of domain-invariant feature representation.

- Extensive experiments on four realistic SM datasets clearly demonstrate the effectiveness and robustness of our HVT network. The out-of-distribution generalization ability of four SOTA SM methods has been significantly boosted, benefiting from our solution.

2. Related Work

This section briefly introduces the learning based stereo matching (SM) methods from two perspectives: 1) In-Distribution SM and 2) Out-of-Distribution SM.

In-Distribution SM. In the past decade, deep learning has triggered the fast development of the task of SM. Mayer et al. \[19\] introduced an end-to-end SM network which uses the correlation layer to generate the cost volume and the 2D-CNN to aggregate the cost volume. SegStereo \[33\] and EdgeStereo \[27\] exploit the semantic and edge cues to help the disparity prediction. To learn better features, AANet \[30\] integrates both normal convolution and deformable convolution for feature extraction. Furthermore, GCNet \[14\] concatenates left and right features for cost volume generation and aggregation with 3D convolutions. GwcNet \[10\] proposes the group-wise correlation to construct the cost volume with lower memory cost. PSMNet \[3\] proposes the spatial pyramid pooling module and the stack hourglass network to expand the receptive field. GANet \[42\] designs the image content guided layers to globally and locally update the cost volume. LEASTereo \[4\] introduces the neural architecture searching into SM. In recent several years, the Cascade-based SM methods \[9, 25, 39\] first use the coarsest resolution feature maps to predict an initial disparity, and narrow down the disparity search range to refine the disparity based on the initial disparity. Despite the good performance of existing deep-learning based SM networks, their training set and testing set always follow the independent and identically distributed (IID) assumption. Most existing works usually fail to generalize well on unseen realistic data.

Out-of-Distribution SM. Most recently, the synthetic-to-realistic generalized SM networks \[5, 16, 25, 43\] have received increasing attention. Different from those fine-tuning or adaptation-based methods \[3, 15, 26, 42, 45\], they aim to directly learn SM networks that can generalize to unseen domains. Some works propose to improve the generalization ability by devising novel network architectures. For example, DSMNet \[43\] proposes the domain normalization layer and the trainable non-local graph-based filter to learn domain-invariant structural feature. Besides, both CFNet \[25\] and RAFT-Stereo \[16\] introduce a network architecture with multi-scale cost volume fusion and aggregation to learn robust semantic or structural features. Some other efforts attempt to design flexible modules that can facilitate the cross-domain generalization of more existing SM networks. MS-Net \[2\] points out that learned feature is the core reason for the poor generalization performance, and proposes to use the traditional feature descriptors to construct the cost. FC-Net \[46\] uses the stereo contrastive
3. The Approach

3.1. Problem Overview

This work aims to improve the synthetic-to-realistic domain generalization for SM. Given a synthetic training set \( D_s \) as input, consisting of \( |D_s| \) synthetic stereo image pairs \( \{X^i_s, X'^i_s\}_{i=1}^{|D_s|} \) and the corresponding ground-truth disparity maps \( \{Y^{gt}_i\}_{i=1}^{|D_s|} \), the goal is to learn a cross-domain SM network that can effectively predict the disparity between a pair of stereo images from unseen domains \( D_r \). A typical SM network \( F_\Theta(\cdot, \cdot) \) can be formally formulated as:

\[
\hat{Y} = F_\Theta(X^i_s, X'^i_s) = s(g(f(X^i_s), f(X'^i_s))),
\]

where \( \Theta \) denotes the total network parameters and \( f(\cdot) \) is a feature extraction module that yields the feature map of stereo images. \( g(\cdot) \) is a joint network module that first generates the cost volume by correlation or concatenation strategy, and then performs the cost aggregation and refinement. The final disparity map \( \hat{Y} \) is estimated by converting the refined cost volumes with the soft-argmin [14] operation \( s(\cdot) \).

The typical SM network \( F_\Theta(\cdot, \cdot) \) is optimized by minimizing the smooth-\( \ell_1 \) loss \( L_{sm-\ell_1}(F_\Theta(X^i_s, X'^i_s), Y^{gt}_i) \) [3].

In the past years, existing efforts primarily focus on how to devise an effective sub-network \( g(\cdot) \) for cost volume generation and cost aggregation, while overlook the importance of learning robust feature representations of stereo images that can preserve the semantic and structural cues. Recent studies pointed out that most existing SM networks trained on synthetic data are susceptible to learn superficial shortcut features [5] instead of the desirable semantic and structural features, which leads to poor generalization performance in unseen (realistic) domain due to the significant synthetic-realistic domain gap. Therefore, the main research problem in this work is how to train an effective feature extraction network \( f(\cdot) \) on only synthetic data that can learn generalizable representation of stereo images, so as to estimate reliable disparity map on unseen domain.

3.2. Our Proposed Method

Our target is to tackle the synthetic-to-realistic generalization in SM. Its main challenge is that we only have synthetic data for training, which has the high risk of overfitting to synthetic data due to its limited diversity. Inspired by [13, 29, 40, 47], we address the domain generalized SM from a new perspective in this work. The rest of this section will introduce our proposed network for this task in detail. The pipeline of our proposed HVT is shown in Fig. 2

3.2.1 Hierarchical Visual Transformation

As we know, the key to addressing domain generalization is learning domain-invariant feature, also called causal fea-
ture. Although the explicit form of causal feature is unknown in general, we have the prior that causal feature should remain invariant to certain transformations [29]. For example, the semantic and structural features can be treated as two domain-invariant (causal) features of stereo images for SM, while adjusting the luminance, contrast, or saturation of a stereo image pair will not affect the corresponding disparity map. Our intuitive idea is to leverage the visual transformations that do not change the underlying domain-invariant feature to increase the diversity of training domain, thereby enhancing the generalization performance of SM network. It is a straightforward but effective way. To this end, we design a Hierarchical Visual Transformation (HVT) network to diversify the distribution of training domain. Specifically, we learn a set of visual transformations \( T = \{ T_1, \cdots, T_M \} \) at different levels to transform the original stereo image pairs as \( \{ T(X'_1), T(X'_2) \} \), where \( T \in T \). We force the visual transformation \( T(\cdot) \) to meet the following three requirements:

- \( T(\cdot) \) should induce large visual discrepancy between the original stereo image and the transformed images to enlarge the diversity of training domain.
- \( T(\cdot) \) should not change the target disparity map of the original stereo images. We should minimize the smooth-\( \ell_1 \) loss \( L_{\text{sm-}} \ell_1(F_{\theta}(T(X'_1), T(X'_2)), Y^{gt}) \) where the transformed stereo images are fed into.
- The representation of the transformed stereo images \( f(T(X)) \) should be consistent with that of the original images \( f(X) \), so as to learn domain-invariant features.

Following the above-listed requirements, we describe the implementation of our proposed HVT network as follows.

**Implementation of HVT.** To effectively learn domain-invariant feature representation for the challenging SM task, we transform the stereo image from three complementary perspectives: Global, Local, and Pixel.

1. **Global:** The Global visual transformation \( T_G(\cdot) \) aims to globally change the distribution of stereo images by sequentially adjusting the basic visual attributes of images: Brightness, Contrast, Saturation, and Hue based on the four corresponding sub-transformations \( \{ T^B_G, T^C_G, T^S_G, T^H_G \} \), following the pipeline of automatic image editing [12]. The three sub-transformations \( \{ T^B_G, T^C_G, T^S_G \} \) can be formulated as:

\[
T^I_G(X) = \alpha^I_G X + (1 - \alpha^I_G) o^I(X),
\]

where \( I \in \{ B, G, S \} \). The \( \alpha^I_G \) is a randomly selected positive constant in an adjustable range of \([\tau^I_{\min}, \tau^I_{\max}]\):

\[
\begin{cases}
\tau^I_{\min} = 1 - (\mu \sigma(\phi^I_h) + \beta) \\
\tau^I_{\max} = 1 + (\mu \sigma(\phi^I_h) + \beta)
\end{cases}
\]

where \( \sigma(\cdot) \) denotes the sigmoid function, \( \phi^I_h \in \mathbb{R}^1 \) are two learnable parameters, \( \mu \) and \( \beta \) are two positive hyper-parameters. The operation \( o^I(\cdot) \) in Eq. (2) is customized as follows. Specifically, for the Brightness, \( o^B(X) = X \cdot O \) where \( O \) denotes a zero matrix all of whose entries are zero. For the Contrast, \( o^C(X) = \text{Avg}(\text{Gray}(X)) \) where \( \text{Gray}(\cdot) \) transforms the RGB image into a gray-scale image and \( \text{Avg}(\cdot) \) computes the mean value of all pixels. For the Saturation, \( o^S(X) = \text{Gray}(X) \). The Hue adjustment is defined as:

\[
T^H_G(X) = \text{Rgb}([h + \alpha^H_G, s, v]),
\]

where \( [h, s, v] = \text{Hsv}(X) \) denotes the three components of \( X \) in the HSV color space and \( h \) denotes the Hue component. \( \text{Rgb}(\cdot) \) transforms the image from the HSV space into the RGB space. The \( \alpha^H_G \in \mathbb{R}^1 \) is randomly selected from an adjustable range of \([\tau^H_{\min}, \tau^H_{\max}]\), where \( \tau^H_{\min} = -\mu \sigma(\phi^H_h) - \beta \) and \( \tau^H_{\max} = \mu \sigma(\phi^H_h) + \beta \).

Note that the order of the sequential sub-transformations \( \{ T^C_G, T^B_G, T^S_G, T^H_G \} \) is random to improve the diversity.

2. **Local:** The Local visual transformation \( T_L(\cdot) \) aims to locally modify the distribution of stereo training images. The basic pipeline is that we first slice the given stereo image into \( N' \times N' \) non-overlapping patches \( \{ x^1, \cdots, x^{N' \times N'} \} \), then transform each image patch \( x^i \) by a global transformation \( T^G(x^i) \), and finally merge these transformed image patches into the stereo image based on the original sequential order. The output can be described by

\[
T_L(X) = \text{Merge} \left( \{ T^G_L(x^1), \cdots, T^G_L(x^{N' \times N'}) \} \right),
\]

where \( \text{Merge}(\cdot) \) denotes the Merge operation.

Note that patch-level transformation \( T^G_L(x^i) \) for each patch doesn’t share parameters with each other to improve the diversity. \( T^G_L(x^i) \) can be implemented by existing style transfer networks, e.g. Adain [22] or Fourier-based method [31]. To better complementing our Global transformation, patch-level transformation \( T^G_L(x^i) \) is implemented by \( T_C(\cdot) \) in Eqs. (2) and (4) for its simplicity and effectiveness.

3. **Pixel:** The Pixel visual transformation \( T_P(\cdot) \) aims to perturb the given stereo images with a pixel-level perturbation matrix. It can be formulated as:

\[
T_P(X) = X + (\mu \sigma(W) + \beta)P
\]

where \( P \in \mathbb{R}^{H \times W \times 3} \) is a randomly generated Gaussian matrix with the mean of 0 and the standard deviation of 1, and \( W \in \mathbb{R}^{H \times W \times 3} \) is a learnable matrix. Different from the Global and Local transformations, \( T_P(\cdot) \) can alter the distribution of synthetic data in a more granular fashion.

**Remark:** The implementation of HVT is mainly motivated by the empirically found evidence [5] that existing SM networks are susceptible to exploit common artifacts (e.g. consistent local RGB color statistics and overreliance on local chromaticity features) of synthetic stereo images as shortcuts, which can be clearly illustrated by Fig. 3. We observe from Fig. 3 that the PSMNet is quite sensitive to the different levels of perturbation. It reflects that PSM-
Maximizing Cross-Domain Visual Discrepancy: In this work, without having access to the target domain, we propose to improve the SM network’s generalization by transforming the synthetic source domain data into several new source domains \( \{T_G(X), T_L(X), T_P(X)\} \) to diversify the training domain and prevent the shortcuts from being encoded into the stereo image representation \( f(X) \).

3.2.2 Learning Objectives

To effectively train our proposed HVT network for the domain generalized SM task, we introduce the following loss terms for network optimization.

Maximizing Cross-Domain Visual Discrepancy: In this work, without having access to the target domain, we propose to improve the SM network’s generalization by transforming the synthetic source domain data into several new source domains \( \{T_G(X), T_L(X), T_P(X)\} \) to diversify the training domain. Our first objective is to force the distributions of new source domains to be dissimilar as possible to the original distribution of synthetic data. Then we should maximize the following cross-domain visual discrepancy as

\[
\max L_{\text{dist}}(X) = \frac{1}{3} \sum_{J} d(T_J(X), X) \tag{7}
\]

where \( J \in \{G, L, P\} \), and \( d(\cdot) \) is a domain discrepancy measure. In this work, we introduce a specific feature extraction network \( \phi(\cdot) \) for domain discriminating. Then we implement Eq. (7) by minimizing the domain similarity as

\[
\min L_{\text{sim}}(X) = \frac{1}{3} \sum_{J} \cos (\phi(T_J(X)), \phi(X)) \tag{8}
\]

where \( \cos(\cdot, \cdot) \) denotes the cosine similarity function. \( \phi(X) \) denotes the pooled feature vector from the domain discriminating network \( \phi(\cdot) \). Besides, to further improve the domain discrepancy, we also minimize the following cross-entropy loss for domain classification:

\[
\min L_{\text{ce}}(X) = CE(\{\phi(T_J(X)), \phi(X)\}, Y_d) \tag{9}
\]

where \( CE(\cdot,\cdot) \) denotes the standard cross-entropy loss and \( Y_d \) denotes the domain labels of four source domains.

Minimizing Cross-Domain Feature Inconsistency: To enhance the model’s generalization ability, we need to learn domain-invariant representation of stereo images. We expect that our visual transformation \( T(\cdot) \) doesn’t change the core features (\( e.g. \), semantic and structural features) of images for stereo matching. Therefore, our second objective is to force the feature representation of transformed stereo images to be consistent with that of original synthetic images. Then we minimize the following pairwise distance term:

\[
\min L_{\text{dist}}(X) = \frac{1}{3} \sum_{J} \| f(T_J(X)) - f(X) \|_2 \tag{10}
\]

which facilitates the learning of shortcut-robust and domain invariant features for domain-generalized stereo matching. In summary, our model is trained by minimizing the linear combination of the above-mentioned learning objectives:

\[
\min L = L_{\text{sim-1}}(\tilde{Y}, Y^{gt}) + \frac{1}{2} (\lambda_1 L_{\text{dist}}(X) + \lambda_2 L_{\text{sim}}(X) + \lambda_3 L_{\text{ce}}(X)) \tag{11}
\]

The full loss \( L \) is computed as the average over a training batch. The smooth-\( \ell_1 \) loss \( L_{\text{sim-1}} \) is computed based on not only the original synthetic image pairs \( \{X^l, X^r\} \) but also the transformed image pairs \( \{T_J(X^l), T_J(X^r)\} \). \( \lambda_1, \lambda_2, \) and \( \lambda_3 \) are three trade-off hyper-parameters.

4. Experiments

In this section, we quantitatively and qualitatively conduct extensive experiments to answer the following research questions:

R1: Can the HVT effectively improve the generalization performance of existing SM networks? Can our performance reach the SOTA level?
R2: Do the three transformations in the HVT effectively complement to each other?
R3: Can our approach learn the domain-invariant features?
R4: How is the robustness of our approach when tested in complex realistic scenarios?

4.1. Dataset and Experimental Setting

Datasets. We use the SceneFlow [19] dataset for training and four realistic SM datasets (KITTI 2012 [8], KITTI 2015 [20], Middlebury [23] and ETH3D [24]) for e-
Following the setting of [17], we use both metrics for evaluation. The EPE measures the average disparity error over all pixels, which reflects the average disparity error rate (%) with different pixel thresholds. The D1 error rate (%) with different pixel thresholds ρ as the metrics to get a more comprehensive evaluation. The EPE measures the average disparity error over all pixels, which reflects the average disparity error rate (%) with different pixel thresholds. The D1 error rate computes the percentage of error pixels with absolute error larger than a specific threshold ρ. The pixel threshold is set as ρ=3px for KITTI 2012 [8] and KITTI 2015 [20] consists of 194 and 200 training stereo image pairs collected in outdoor driving scenes with sparse annotations of disparities, respectively. Middlebury [23] includes 15 high-resolution stereo image pairs in indoor scenes. In our experiments, we use the half-resolution version (Middlebury(H)) for evaluation. ETH3D [24] has 27 grayscale stereo image pairs collected from both indoor and outdoor scenes.

**Baselines.** We select four SM networks as baselines, including two well-studied and commonly-used methods (PSMNet [3] and GwcNet [10]) and two SOTA methods (CFNet [25] and RAFT [16]), in our experiments. We will integrate our HVT networks with these baseline networks to validate the effectiveness of HVT on domain generalization.

**Implementation Details.** Following [43], we use the domain normalization technique in the feature extraction module for all baselines. The asymmetric chromatic augmentation is not used in any models to avoid unfair experimental comparison. We select ResNet18 [11] as the domain discriminating network φ(·) for its simplicity. For different hyper-parameters, the λs in Eq. (3) and (6) are set as 0.1 and 0.15 respectively. The λ1, λ2 and λ3 in Eq. (11) are set as 1, 0.5 and 0.5 respectively. The $N^r = 4$ in $T_{L^r}$. Note that all the SM networks are only trained on the synthetic dataset, SceneFlow. The target data is strictly inaccessible during training.

### 4.2. Overall Performance Comparison

#### R1: Comparison with Baselines and SOTAs

In Tab. 1, we report the comparison of generalization performance between the baselines (PSMNet, GwcNet, CFNet, and RAFT) and our HVT-integrated methods, as well as the comparison between ours and the reported SOTA results, across the four realistic datasets. We have the following observations:

- The synthetic-to-realistic generalization performances of all the baselines are consistently improved by our HVT in all settings. Specifically, compared with the widely-used PSMNet [3], the performance improvements w.r.t. the D1 metric are 11.4%, 10.8%, 24%, and 16.9%, respectively on the four datasets. Similar improvement can also be observed on GwcNet [10]: 17.7%, 16.3%, 27.6%, and

<table>
<thead>
<tr>
<th>Baselines</th>
<th>Methods</th>
<th>KITTI 2015</th>
<th>KITTI 2012</th>
<th>Middlebury(H)</th>
<th>ETH3D</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>EPE</td>
<td>D1(3px)</td>
<td>EPE</td>
<td>D1(3px)</td>
<td>EPE</td>
</tr>
<tr>
<td></td>
<td>0.29</td>
<td>3.24</td>
<td>15.4</td>
<td>1.93</td>
<td>10.1</td>
</tr>
<tr>
<td></td>
<td>3.17</td>
<td>16.3</td>
<td>2.69</td>
<td>15.1</td>
<td>7.65</td>
</tr>
<tr>
<td></td>
<td>1.64*</td>
<td>7.8</td>
<td>2.33</td>
<td>14.0</td>
<td>4.72*</td>
</tr>
<tr>
<td></td>
<td>1.58*</td>
<td>7.5</td>
<td>1.42*</td>
<td>7.0</td>
<td>4.14*</td>
</tr>
<tr>
<td></td>
<td>1.39*</td>
<td>5.8</td>
<td>1.09*</td>
<td>5.2</td>
<td>3.25*</td>
</tr>
<tr>
<td></td>
<td>5.8</td>
<td>1.09</td>
<td>3.25*</td>
<td>11.4</td>
<td>0.62*</td>
</tr>
<tr>
<td></td>
<td>0.93</td>
<td>3.3</td>
<td>0.62*</td>
<td>7.1</td>
<td>2.38</td>
</tr>
<tr>
<td></td>
<td>1.13</td>
<td>1.05</td>
<td>1.13*</td>
<td>11.7</td>
<td>0.87</td>
</tr>
<tr>
<td></td>
<td>2.31</td>
<td>11.7</td>
<td>1.33</td>
<td>14.1</td>
<td>1.16</td>
</tr>
<tr>
<td></td>
<td>2.42</td>
<td>11.9</td>
<td>0.87</td>
<td>7.8</td>
<td>0.47</td>
</tr>
<tr>
<td></td>
<td>1.46</td>
<td>6.2</td>
<td>0.94*</td>
<td>9.8</td>
<td>0.46</td>
</tr>
<tr>
<td></td>
<td>6.9</td>
<td>0.22</td>
<td>6.9</td>
<td>0.23</td>
<td>0.46</td>
</tr>
<tr>
<td></td>
<td>1.14</td>
<td>4.9</td>
<td>0.39</td>
<td>8.0</td>
<td>1.29</td>
</tr>
<tr>
<td></td>
<td>0.02</td>
<td>5.0</td>
<td>0.16</td>
<td>10.2</td>
<td>0.21</td>
</tr>
<tr>
<td></td>
<td>0.15</td>
<td>0.02</td>
<td>0.01</td>
<td>5.2</td>
<td>0.07</td>
</tr>
<tr>
<td></td>
<td>1.22</td>
<td>1.01</td>
<td>1.22</td>
<td>1.01</td>
<td>1.22</td>
</tr>
<tr>
<td></td>
<td>0.12</td>
<td>5.2</td>
<td>0.08</td>
<td>3.7</td>
<td>0.08</td>
</tr>
<tr>
<td></td>
<td>4.3</td>
<td>0.06</td>
<td>4.3</td>
<td>0.06</td>
<td>4.3</td>
</tr>
<tr>
<td></td>
<td>0.14</td>
<td>10.2</td>
<td>0.16</td>
<td>10.2</td>
<td>0.16</td>
</tr>
<tr>
<td></td>
<td>0.15</td>
<td>0.02</td>
<td>0.01</td>
<td>5.2</td>
<td>0.07</td>
</tr>
<tr>
<td></td>
<td>4.3</td>
<td>0.06</td>
<td>4.3</td>
<td>0.06</td>
<td>4.3</td>
</tr>
<tr>
<td></td>
<td>0.14</td>
<td>10.2</td>
<td>0.16</td>
<td>10.2</td>
<td>0.16</td>
</tr>
<tr>
<td></td>
<td>0.15</td>
<td>0.02</td>
<td>0.01</td>
<td>5.2</td>
<td>0.07</td>
</tr>
<tr>
<td></td>
<td>4.3</td>
<td>0.06</td>
<td>4.3</td>
<td>0.06</td>
<td>4.3</td>
</tr>
</tbody>
</table>

Table 1. Performance comparison with SOTA domain generalized SM networks. The * denotes our reproduced EPE results since the authors only use the D1 metric. As we didn’t have a validation set for model selection, we report the average result over last 5 epochs.

---

**valuation.** SceneFlow [19] is a large-scale synthetic SM dataset containing 35,454 training stereo image pairs and 4,370 testing image pairs with a resolution of 960×540. All the synthetic image pairs have dense annotations of ground-truth disparities. KITTI 2012 [8] and KITTI 2015 [20] consists of 194 and 200 training stereo image pairs collected in outdoor driving scenes with sparse annotations of disparities, respectively. Middlebury [23] includes 15 high-resolution stereo image pairs in indoor scenes. In our experiments, we use the half-resolution version (Middlebury(H)) for evaluation. ETH3D [24] has 27 grayscale stereo image pairs collected from both indoor and outdoor scenes.

**Metrics.** Following the setting of [17], we use both EPE rate (End-Point Error) and D1 error rate (%) with different pixel threshold ρ as the metrics to get a more comprehensive evaluation. The EPE measures the average disparity error over all pixels, which reflects the average disparity error rate (%) with different pixel thresholds. The D1 error rate computes the percentage of error pixels with absolute error larger than a specific threshold ρ. The pixel threshold is set as ρ=3px for KITTI 2012 [8] and KITTI 2015 [20] consists of 194 and 200 training stereo image pairs collected in outdoor driving scenes with sparse annotations of disparities, respectively. Middlebury [23] includes 15 high-resolution stereo image pairs in indoor scenes. In our experiments, we use the half-resolution version (Middlebury(H)) for evaluation. ETH3D [24] has 27 grayscale stereo image pairs collected from both indoor and outdoor scenes.

**Baselines.** We select four SM networks as baselines, including two well-studied and commonly-used methods (PSMNet [3] and GwcNet [10]) and two SOTA methods (CFNet [25] and RAFT [16]), in our experiments. We will integrate our HVT networks with these baseline networks to validate the effectiveness of HVT on domain generalization.

**Implementation Details.** Following [43], we use the domain normalization technique in the feature extraction module for all baselines. Except the RAFT [16], all the baselines are implemented by PyTorch [21] with Adam (β1 = 0.9, β2 = 0.999) optimizer. We train the model for 45 epochs with the batch size of 8. Besides, we introduce an incrementa-
<table>
<thead>
<tr>
<th>Baselines</th>
<th>Global</th>
<th>Local</th>
<th>Pixel</th>
<th>KITTI 2015</th>
<th>Middlebury</th>
<th>ETH3D</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>EPE 3px</td>
<td>EPE 2px</td>
<td>EPE 1px</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>PSMNet [3]</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>1.30 6.07</td>
<td>2.04 13.7</td>
<td>0.48 9.4</td>
</tr>
<tr>
<td></td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>1.28 6.03</td>
<td>1.69 12.5</td>
<td>0.59 10.7</td>
</tr>
<tr>
<td></td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>1.27 6.29</td>
<td>2.39 14.6</td>
<td>0.57 9.9</td>
</tr>
<tr>
<td>GwcNet [10]</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>1.23 5.47</td>
<td>1.57 11.1</td>
<td>0.53 9.1</td>
</tr>
<tr>
<td></td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>1.19 5.57</td>
<td>1.44 11.2</td>
<td>0.51 7.7</td>
</tr>
<tr>
<td></td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>1.27 5.72</td>
<td>1.58 10.9</td>
<td>0.62 7.9</td>
</tr>
<tr>
<td></td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>1.14 4.93</td>
<td>1.46 10.2</td>
<td>0.47 6.9</td>
</tr>
</tbody>
</table>

Table 2. Ablation studies on the effect of three visual transformations (Global, Local, and Pixel) on three datasets using the two well-studied baselines, PSMNet [3] and GwcNet [10].

48.3% w.r.t. the D1 metric. Even compared with the SOTA CFNet [25] and RAFT [16], the D1 error rates are still substantially decreased: 1.1%, 1.2%, and 1.2% for CFNet, and 0.5%, 1.4%, 2.2%, and 0.3% for RAFT. The quantitative comparison clearly shows the effectiveness of HVT on enhancing the robustness of SM models. The improvement can be mainly attributed to the fact that our HVT significantly diversify the visual distribution of original synthetic images, thus preventing the model from building the spurious relationship between the pairwise input and the target disparity. The model will not easily find the matching correspondences across the stereo images by just leveraging the shortcut cues, e.g., local RGB color statistics and chromaticity features.

- The improvements of generalization performance brought by HVT on the Middlebury and ETH3D datasets seem to be much larger that those on the KITTI 2012 and 2015 datasets. The reason is that Middlebury has higher resolution images in realistic scenarios than those in KITTI 2012 and 2015, and the images in ETH3D are all grayscale which are very different from the colorful synthetic training images. It reflects that our HVT can perform well in diverse realistic scenarios that differ from training domain in resolution and color distribution.

- Our HVT-enhanced methods almost outperform all the SOTA methods except ITSA-CFNet on KITTI 2015. It shows the strong potential of our HVT in improving the cross-domain generalization. Note that the three transformations devised in this work are all simple and straightforward. The performance can be further improved if we introduce more delicate transformations into our HVT. Besides, the performance of ITSA-CFNet on KITTI 2015 is already very high w.r.t. the EPE and D1 metrics, 1.09 and 4.7%. Our HVT-CFNet’s performance is on a par with that of the ITSA-CFNet.

- Benefiting from using HVT, the performances of weak baselines, i.e., PSMNet and GwcNet, have been increased to the SOTA level, especially on the top-three datasets. It reflects that the critical step for the domain-generalized SM task is to learn domain-invariant representation from diverse training domain instead of devising different complex network modules for cost volume generation or aggregation. It further validates the rationality of our HVT.

4.3. Ablation Studies

R2: The Complementation of HVTs. As shown in Tab. 2, we investigate the effect of the HVT module by gradually adding the visual transformations in two baselines, PSMNet [3] and GwcNet [10]. We observe that the three visual transformations can complement well to each other. Specifically, only using one of the three transformations can also facilitate the performance improvement of baselines. When using more visual transformations, we observe consistent performance gains across the three realistic datasets. For example, the D1 error rates of $T_G(\cdot)$-enhanced PSMNet have been decreased from 6.07%, 13.7%, and 9.4% to 5.57%, 11.2%, and 7.7%, respectively, when jointly using $T_G(\cdot)$ and $T_P(\cdot)$. The best performances are observed when all the three transformations are jointly used. Similar performance improvements can also be observed when Gwc-
Table 4. Robustness comparison of different methods on the DrivingStereo [32] dataset collected from complex realistic scenarios: Sunny, Cloudy, Rainy, and Foggy. The D1 (3px) metric is used.

<table>
<thead>
<tr>
<th>Methods</th>
<th>Sunny</th>
<th>Cloudy</th>
<th>Rainy</th>
<th>Foggy</th>
<th>Avg.</th>
</tr>
</thead>
<tbody>
<tr>
<td>PSMNet [3]</td>
<td>62.5</td>
<td>60.1</td>
<td>60.5</td>
<td>68.6</td>
<td>63.9</td>
</tr>
<tr>
<td>FT-PSMNet [5]</td>
<td>4.0</td>
<td>2.9</td>
<td>11.5</td>
<td>6.5</td>
<td>6.3</td>
</tr>
<tr>
<td>FC-PSMNet [46]</td>
<td>4.9</td>
<td>4.3</td>
<td>7.2</td>
<td>6.2</td>
<td>5.7</td>
</tr>
<tr>
<td>ITSA-PSMNet [5]</td>
<td>4.8</td>
<td>3.2</td>
<td>9.4</td>
<td>6.3</td>
<td>5.9</td>
</tr>
<tr>
<td>HVT-PSMNet</td>
<td>4.2</td>
<td>3.1</td>
<td>8.7</td>
<td>5.6</td>
<td>5.4</td>
</tr>
<tr>
<td>GwcNet [10]</td>
<td>18.1</td>
<td>24.7</td>
<td>28.2</td>
<td>28.3</td>
<td>24.8</td>
</tr>
<tr>
<td>FT-GwcNet [5]</td>
<td>3.1</td>
<td>2.5</td>
<td>12.3</td>
<td>6.0</td>
<td>6.0</td>
</tr>
<tr>
<td>ITSA-GwcNet [5]</td>
<td>4.4</td>
<td>3.3</td>
<td>9.8</td>
<td>5.9</td>
<td>5.9</td>
</tr>
<tr>
<td>HVT-GwcNet</td>
<td>3.4</td>
<td>3.5</td>
<td>8.6</td>
<td>5.6</td>
<td>5.3</td>
</tr>
</tbody>
</table>

Table 4. Robustness comparison of different methods on the DrivingStereo [32] dataset collected from complex realistic scenarios: Sunny, Cloudy, Rainy, and Foggy. The D1 (3px) metric is used.

Net is used as the SM baseline.

R3: Learning Domain-Invariant features. The core of our approach is to learn shortcut-robust features that can generalize well to unseen domains. As illustrated in Fig. 4 (b), we observe that the hierarchical visual transformations significantly alter the RGB color histograms of original stereo image in the levels of Global, Local, and Pixel. Benefiting from the minimization of cross-domain feature inconsistency in Eq. (10), the image representation \( f(X) \) seems to be invariant across different domains as shown in Fig. 4 (c). Tab. 3 quantitatively investigate the effect of learning objective in Eq. (10). We can observe a clear performance improvement by just minimizing the cross-domain feature inconsistency (Obj-2 in Tab. 3). Obviously, by jointly optimizing the two objectives, we obtain the best generalization performance. The quantitative and qualitative results clearly reflect the importance and efficacy of the two learning objectives in Sec. 3.2.2.

R4: Robustness to Complex Realistic Scenarios. In this section, we evaluate the generalization of our HVT-enhanced methods on the DrivingStereo [32] dataset which is collected from complex realistic scenarios: Sunny, Cloudy, Rainy, and Foggy, as shown in Fig. 5. We conduct experiments using the PSMNet [3] and GwcNet [10] as the baseline frameworks. The results of officially released fine-tuned (FT) networks of PSMNet and GwcNet on the realistic KITTI 2015 dataset are included for comparison. Besides, we also include the results of SOTA domain generalized SM methods [5, 46] in the Tab. 4. We have the following observations from Tab. 4 and Fig. 5:

- Our methods (HVT-PSMNet and HVT-GwcNet) obtain the best overall performance (5.4% and 5.3%) w.r.t. the average D1 error rate over the four groups of weather conditions, which demonstrates the efficacy of HVT and the strong robustness of HVT-based methods.
- HVT-PSMNet and HVT-GwcNet not only outperform the baselines PSMNet and GwcNet, respectively, by a large margin, but also decrease the error rates of the FT-PSMNet and FT-GwcNet on the Rainy and Foggy groups.

5. Conclusion

In this work, we have devised an effective HVT module for the problem of domain generalized SM. To prevent the network from exploiting the shortcut features for disparity estimation, we propose to 1) first diversify the training domain by leveraging the three complementary visual transformations, where the cross-domain visual discrepancy is maximized, and 2) minimize the cross-domain feature inconsistency to effectively capture domain-invariant features. Our proposed method is simple and can be flexibly integrated with most existing SM networks. Extensive experimental results show that our HVT consistently advances the learning of shortcut-robust features and substantially improves the generalization performance of SM networks in unseen realistic scenarios. In the future, we will attempt to design more delicate visual transformations to enhance HVT and extend HVT for addressing other 3D vision tasks.
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