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#### Abstract

We propose a novel method that renders point clouds as if they are surfaces. The proposed method is differentiable and requires no scene-specific optimization. This unique capability enables, out-of-the-box, surface normal estimation, rendering room-scale point clouds, inverse rendering, and ray tracing with global illumination. Unlike existing work that focuses on converting point clouds to other representationse.g., surfaces or implicit functions-our key idea is to directly infer the intersection of a light ray with the underlying surface represented by the given point cloud. Specifically, we train a set transformer that, given a small number of local neighbor points along a light ray, provides the intersection point, the surface normal, and the material blending weights, which are used to render the outcome of this light ray. Localizing the problem into small neighborhoods enables us to train a model with only 48 meshes and apply it to unseen point clouds. Our model achieves higher estimation accuracy than state-of-the-art surface reconstruction and point-cloud rendering methods on three test sets. When applied to room-scale point clouds, without any scene-specific optimization, the model achieves competitive quality with the state-of-the-art novel-view rendering methods. Moreover, we demonstrate ability to render and manipulate Lidar-scanned point clouds such as lighting control and object insertion.


## 1. Introduction

Point clouds are abundant. They are samples of surfaces, and can be captured by sensors such as Lidar, continuouswave time-of-flight, and stereo camera setups. Point-cloud representation provides a straightforward connection to the location of the surfaces in space, and thus is an intuitive primitive to represent geometry [15].

Despite being ubiquitous, a core limitation of point clouds is that they are non-trivial to render. Each point in the point cloud occupies no volume-one cannot render them into images as is. Therefore, existing methods either as-
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(a) Illustration of the proposed method

(b) Rendered results of a sphere represented by points

Figure 1. We propose pointersect, a novel method to perform cloudray intersection. (a) Instead of projecting points onto the sensor, suffering from holes, we trace rays from the sensor and estimate the intersection point $p$ between a ray and the underlying surface represented by the points. We additionally estimate the surface normal $\vec{n}$, and the convex combination weights of points near the ray to blend material or color, $w_{j}$. (b) The capability to perform cloud-ray intersection enables us to render point clouds with the standard ray tracing method, i.e., path tracing. The result shows the effect of global illumination, e.g., the cast shadow and reflection.
sign each point a volume-occupying shape, e.g., an oriented disk [36, 53], a sphere [28], or turn it into other shape representations like meshes [27] or implicit functions [14, 18, 22, 30, 35]. However, it is difficult to determine the ideal shape, e.g., the radius of spheres or disks, for rendering. Small shapes would cause holes, while large shapes would cause blobby renderings, producing artifacts in the rasterized images. While the artifacts can be alleviated
by finetuning the rasterized images with an additional neural rendering step, the operation often requires per-scene training [3, 9, 28]. On the other hand, transforming point clouds into other shape representations complicates the pipeline and prevents gradients passing back to the point cloud through the new shape representation (in the case of inverse rendering). For example, turning point clouds into a mesh or a Signed Distance Function (SDF) [18, 30] would require any changes on the point cloud to trigger retraining of these representations, which would clearly be prohibitive.

Recent works [34,51] raise new ideas to directly perform ray-casting on point clouds. For each scene, these methods first learn a feature embedding for each point; then they aggregate features near each camera ray to predict colors. However, these methods require per-scene training since the feature embedding is scene-dependent. In our case, we aim for a solution that does not require scene-specific optimization and can be applied to any scene.

In this work, we propose pointersect, an alternative that can directly ray-trace point clouds by allowing one to use point clouds as surface primitives, as shown in Figure 1. That is, we propose to train a neural network that provides the surface intersection point, surface normal, and material blending weights-the necessary information to render (or ray trace) a surface-given a point cloud and a query ray.

Implementing this idea requires paying attention to details. A core observation is that the problem to find the intersecting surface point is $\mathrm{SE}(3)$ equivariant-any rigid transform on the input (i.e., the point cloud and the query ray) should result in the rigid transformation of the output (i.e., the intersection point and the surface normal). Naively training a neural network would require the network to learn this equivariance, which is non-trivial [5, 13, 45]. Instead, we opt to remove the need for learning this equivariance by canonicalizing the input according to the queried light ray. In addition, pointersect should be invariant to the order in which the points are provided-we thus utilize a transformer to learn the set function.

It is important to note that finding intersection points between rays and surfaces is a highly atomic and localized problem which can be solved only with local information. Thus, we design our method to only consider nearby points, where the surface would have been, and how the surface texture and normal can be derived from these nearby points. By constraining the input to be a small number ( $\sim 100$ ) of neighboring points associated to a query ray, our method can be trained on only a handful of meshes, then be applied to unseen point clouds. As our experiments show, while only trained on 48 meshes, pointersect significantly improves the Poisson surface reconstruction, a scene-specific optimization method, on three test datasets. We also demonstrate the generality and differentiability of pointersect on various applications: novel-view synthesis on room-scale point clouds,
inverse rendering, and ray tracing with global illumination. Finally, we render room-scale Lidar-scanned point clouds and showcase the capability to directly render edited scenes, without any scene-specific optimization.

In short, our contributions are:

- We propose pointersect, a neural network performing the cloud-ray intersection operation. Pointersect is easy to train, and once learned, can be applied to unseen point clouds-we evaluate the same model on three test datasets.
- We demonstrate various applications with pointersect, including room-scale point cloud rendering, relighting, inverse rendering, and ray tracing.
- We apply pointersect on Lidar-scanned point clouds and demonstrate novel-view synthesis and scene editing.
We encourage the readers to examine results and videos of novel-view rendering, relighting, and scene editing in the supplemental material and website (https://machinelearning. apple.com/research/pointersect).


## 2. Related work

This section briefly summarizes strategies to render point clouds. Please see Table 4 in the supplementary for a detailed overview on the capabilities/limitations of each method.
Rasterizing point clouds. Rasterization is a common method to render point clouds. The idea is to project each point onto the sensor while making sure closer points occlude farther points. Filling holes between points is the key problem in point-cloud rasterization. Classical methods like visibility splatting $[36,53]$ cover holes by replacing points with oriented disks. However, since the size and shape of the holes between projected points depend on the distribution of the points in space, the method cannot fill in all gaps. Recently, Zhang et al. [54] achieve high-quality results via alpha-blending surface splatting [59], coarse-to-fine optimization, and point insertion. However, their method requires per-scene optimization on the point cloud.

Recent works propose to combine rasterization with neural networks. Given a point cloud and RGB images of a scene, Aliev et al. [3] and Rückert et al. [42] learn an embedding for each point by rasterizing feature maps and minimizing the difference between the rendered images and the given ones. The hole is handled by downsampling then upsampling the rasterized feature map. Similarly, Dai et al. [9] aggregate points into multi-plane images, combined with a 3D-convolutional network. Huang et al. [19] use a U-Net refinement network to fill in the holes. Recently, Rakhimov et al. [39] show that point embedding can be directly extracted from input images, which enables their method to render unseen point clouds without per-scene optimization.

It is difficult to render global illumination with these methods, since rasterization does not support such an operation. Moreover, we show empirically in Section 4 that our method
renders higher quality images than recent methods while directly working on $x y z$ and $r g b$, without a feature extractor.
Converting into other representations. An alternative way to render a point cloud is converting it to other primitives, such as an indicator function [22, 35], a SDF [30], or a mesh [18]. Poisson surface reconstruction [22, 23] fits an indicator function (i.e., 1 inside the object and 0 otherwise) to the input point cloud by solving a Poisson optimization problem. Meshes can then be extracted from the learned function, allowing ray tracing to be performed. However, Possion surface reconstruction requires vertex normal, which can be difficult to estimate even when the points only contain a small amount of noise, and it is difficult to support non-watertight objects. Peng et al. [35] learn the indicator function with a differentiable solver and incorporate Poisson optimization in a neural network.

Ma et al. [30] learn a SDF represented as a neural field, and Hanocka et al. [18] fit a deformable mesh to an objects with a self-prior. These methods require per-scene optimization, and to the best of our knowledge, have not been extended to render surface colors.

Alternatively, Feng et al. [14] propose a new primitive, Neural Point, or a collection of local neural surfaces extracted from the point cloud. The method supports new scenes and estimates surface normal; however, dense sampling or cube marching is needed to render novel views, and the method does not render color.

Ray-casting. Instead of rasterization, point clouds can also be rendered by ray-casting. Early work [1, 2, 4, 16, 26, 48] develop iterative algorithms or formulate optimization programs to intersect a ray with the approximated local plane constructed by nearby points. These methods rely on neighborhood kernels, which is non-trivial to determine [15, 25]. Recently, Xu et al. [51] and Ost et al. [34] learn feature embedding at each point and aggregate the features along a query ray. Xu et al. [51] march camera rays through the point cloud, average neighbor features, predict density and color by a Multi-Layer Perceptron (MLP), and render the final color via volumetric rendering [32]. Ost et al. [34] utilize a transformer to aggregate point features into a feature associated with the query ray and predict color by an MLP. Both methods do not estimate surface intersection points or normal, and they need per-scene training [34] or per-scene fine-tuning [51] to achieve high-quality results. As we show later, our method can be applied to completely novel classes of scenes without any retraining.
Neural rendering from 2D images. Recently, Neural Radiance Field (NeRF) and similar methods [11, 12, 28, 29, 32, $40,44,49,52,56]$ have demonstrated high-quality novelview synthesis results. Due to the lack of immediately available 3D information, most of these methods require a perscene optimization or surface reconstruction. In this work,
we focus on rendering a point cloud, where 3D information is available, without additional per-scene training.

## 3. Method

We aim to directly perform ray casting with point clouds. We thus first introduce the generic surface-ray intersection. We then introduce how we enable cloud-ray intersection and discuss how it can be used for actual rendering.

### 3.1. Problem formulation

Surface-ray intersection. Surface-ray intersection is a building-block operator in physics-based rendering [37]. At a high level, it identifies the contacting point between a query ray and the scene geometry so that key information like material properties, surface normal, and incoming light at the point can be retrieved and computed [37]. Most graphics primitives allow the intersecting point to be easily found. For example, with triangular meshes we simply intersect the query ray with individual triangles (while using accelerated structures to reduce the number of triangles of interest). However, for point clouds, finding the intersection point becomes a challenging problem.

Cloud-ray intersection. We formulate the cloud-ray intersection as follows. We are given the following information:

- a set of points $\mathcal{P}=\left\{p_{1}, \ldots, p_{n}\right\}$ that are samples on a surface $\mathcal{S}$, where $p_{i} \in \mathbb{R}^{3}$ is $i$-th point's coordinate;
- optionally, the material (e.g., RGB color or Cook-Torrance coefficients [8]) associated with each point, $c_{i} \in \mathbb{R}^{d}$;
- a querying ray $\mathbf{r}=\left(r_{o}, \overrightarrow{r_{d}}\right)$, where $r_{o} \in \mathbb{R}^{3}$ is the ray origin and $\overrightarrow{r_{d}} \in \mathbb{S}^{2}$ is the ray direction.

Our goal is to estimate the following quantities:

- the probability, $h \in[0,1]$, that $\mathbf{r}$ intersects with the underlying surfaces of $\mathcal{P}$;
- the intersection point $p \in \mathbb{R}^{3}$ between $\mathbf{r}$ and $\mathcal{S}$;
- the surface normal $\vec{n}$ at $p$;
- and optionally the blending weights $\mathbf{w}=\left[w_{1}, \ldots, w_{n}\right]$, where $w_{i} \in[0,1]$ and $\sum_{i=1}^{n} w_{i}=1$, to estimate the material property at $p: c(p)=\sum_{i=1}^{n} w_{i} c_{i}$.
Note that this problem is under-determined-there can be infinitely many surfaces passing through points in $\mathcal{P}$. Thereby, hand-crafting constraints such as surface smoothness are typically utilized to solve the problem [25]. In this work, we learn surface priors from a dataset of common objects using a neural network, so manual design is not needed.


### 3.2. Pointersect

Pointersect is a neural network, $f_{\theta}(\mathbf{r}, \mathcal{P}) \mapsto(h, p, \vec{n}, \mathbf{w})$, that estimates the intersection point and surface normal between $r$ and the underlying surface of $\mathcal{P}$. We learn the network by formulating a regression problem, using a dataset
of meshes. We generate training data by randomly sampling rays and point clouds on the meshes, i.e., our inputs, and running a mesh-ray intersection algorithm [37] to acquire the ground-truth outputs.

Despite the simplicity of the framework, we note, however, care must be taken when designing $f_{\theta}$. Specifically, we incorporate the following geometric properties into the design of $f_{\theta}$ to ease training and allow generalization:

First, we utilize the fact that the intersection point is along the query ray and design $f$ to estimate the distance $t$ from the ray origin, i.e., $p=r_{o}+t \overrightarrow{r_{d}}$.

Second, we utilize the $\operatorname{SE}(3)$ equivariance-rotating and translating the ray and the points together should move the intersection point in the same way. Mathematically, for all rotation matrix $R \in \mathrm{SO}(3)$ and translation $b \in \mathbb{R}^{3}$, we have
$f_{\theta}(\mathbf{r}, \mathcal{P}) \mapsto(h, t, \vec{n}, \mathbf{w}) \Rightarrow f_{\theta}(T(\mathbf{r}), T(\mathcal{P})) \mapsto(h, t, R \vec{n}, \mathbf{w})$,
where $T(\mathcal{P})=\left\{R p_{i}+b\right\}_{i=1 \ldots n}$ and $T(\mathbf{r})=\left(T\left(r_{o}\right), R \overrightarrow{r_{d}}\right)$. Additionally, this holds for any point along the ray, thus
$f_{\theta}(\mathbf{r}, \mathcal{P}) \mapsto(h, t, \vec{n}, \mathbf{w}) \Rightarrow f_{\theta}\left(\left(r_{o}+t^{\prime} \overrightarrow{r_{d}}, \overrightarrow{r_{d}}\right), \mathcal{P}\right) \mapsto\left(h, t-t^{\prime}, \vec{n}, \mathbf{w}\right)$,
for all $0 \leq t^{\prime} \leq t$. Thereby, to eliminate this ambiguity, given a query ray $\mathbf{r}=\left(r_{o}, \overrightarrow{r_{d}}\right)$, we rotate and translate both the ray and the scene such that $R \overrightarrow{r_{d}}=(0,0,1)$ and the closest point in the half space defined by $\mathbf{r}$ has $z=0$.

Third, the intersection point can be estimated by using the local neighborhood of the ray. Given $\mathbf{r}$ and $\mathcal{P}$, we form a new set of points, $\mathcal{P}_{\mathbf{r}}$, by keeping only the closest $k$ points (in terms of their orthogonal distances to $\mathbf{r}$ ) within a cylinder of radius $\delta$ surrounding the ray.

Last, since $\mathcal{P}$ is a set, i.e., the order of the points in $\mathcal{P}$ is irrelevant, we use a set transformer [47] as our architecture of choice. See Figure 2 for an overview and Appendix C for detailed descriptions.

We train $f_{\theta}$ by optimizing the following problem:

$$
\begin{array}{r}
\min _{\theta} \underset{\mathbf{r}, \mathcal{P}}{\mathbb{E}} \hat{h}\left(\lambda\|t-\hat{t}\|_{2}^{2}+\|\vec{n} \times \hat{\vec{n}}\|_{2}^{2}+\|c-\hat{c}\|_{1}\right) \\
+\hat{h} \log h+(1-\hat{h}) \log (1-h) \tag{1}
\end{array}
$$

where $\hat{t}, \hat{\vec{n}}, \hat{c}$, and $\hat{h} \in\{0,1\}$ are the ground-truth ray traveling distance, surface normal, color, and ray hit, respectively, and $c=\sum w_{i} c_{i}$ is the output color. The expectation is over the query rays and the point clouds, which we sample randomly every iteration from a dataset of meshes. We omit the dependency on $\mathcal{P}$ and $\mathbf{r}$ in the notations for simplicity.

### 3.3. Rendering point clouds with pointersect

Our ability to perform cloud-ray intersection allows two main techniques to render a point cloud.
Image-based rendering. Given a point cloud $\mathcal{P}=$ $\left\{\left(p_{i}, c_{i}\right)\right\}_{i=1 \ldots n}$, where each point has both position $p_{i} \in \mathbb{R}^{3}$


Figure 2. The pointersect model $f$ is composed of a pre-processing step and a transformer. (a) The pre-processing step rotates and translates the world coordinate such that the ray lies on the $z^{r}$-axis. The new coordinate origin is selected such that the closest point to the ray origin lies on the $z^{r}=0$ plane. (b) The transformer takes as inputs the points in the new coordinate, i.e., $\left(p_{i}^{r}, c_{i}\right)$. The output of a learned token is used to estimate $t$, the traveling distance between the ray origin and the intersection point, $\vec{n}^{r}$, the surface normal in the new coordinate, and $h$, the output of a sigmoid function on a logit (not drawn) to predict the probability that the ray hits a surface. It is also used as the query in the softmax attention to calculate the weight $\mathbf{w}$. Finally, we transform $\vec{n}^{r}$ back to the world coordinate and make sure it point to the opposite direction of the ray. The transformer has 4 layers $(L=4)$ and a feature dimension of 64 .
and RGB color $c_{i} \in \mathbb{R}^{3}$, and the target camera intrinsic and extrinsic matrices, we can simply cast camera rays toward $\mathcal{P}$. The final color of a camera ray, $c(\mathbf{r})$ can be computed by

$$
\begin{equation*}
c(\mathbf{r})=\sum_{i=1}^{n} w_{i}(\mathbf{r}, \mathcal{P}) c_{i} \tag{2}
\end{equation*}
$$

where $w_{i}(\mathbf{r}, \mathcal{P})$ is the blending weight of $p_{i}$ estimated by $f_{\theta}$, and $w_{i}(\mathbf{r}, \mathcal{P})=0$ if $p_{i}$ is not a neighbor point of $\mathbf{r}$.
Rendering with ray tracing. A unique capability of pointersect is ray tracing. Ray tracing allows occlusion and global illumination effects like cast shadow and specular reflection to be faithfully rendered. Suppose we are given a point cloud $\mathcal{P}=\left\{\left(p_{i}, c_{i}\right)\right\}_{i=1 \ldots n}$, where each point has both position $p_{i} \in \mathbb{R}^{3}$ and material information $c_{i} \in \mathbb{R}^{d}$ like albedo, Cook-Torrance [8], or emission coefficients, and we have the environment map and the target camera intrinsic and extrinsic matrices. We can use standard ray tracing techniques like path tracing [20] to render the image. At a high level, we trace a ray through multiple intersections with the point cloud until reaching the environment map or background. At each intersection point, we calculate the material property by interpolating the material of neighboring points (using the blending equation (2)), shade the intersection point based on the reflection equation [20], and determine the direction to continue tracing [43].

When we end the ray tracing with a single bounce, i.e.,


Figure 3. Training meshes (left) and example camera poses (right).
using pointersect to determine the first intersection point with the scene, and directly shade the intersection point with the environment, we get an equivalent algorithm of rasterization with deferred shading for meshes [10].

## 4. Experiments

We evaluate the proposed method's capability to estimate intersection points and surface normal. We then showcase the use of pointersect in various applications, including rendering point clouds with image-based rendering and raytracing, and inverse rendering. Note that the same model is used for all experiments-no per-scene optimization is used.

### 4.1. Model training

The model is trained on 48 training meshes in the sketchfab dataset [38]. We show 10 training meshes in Figure 3 and all 48 training meshes and their download links and credits in Figure 17 in Appendix J. The meshes are centered and scaled such that the longest side of their bounding box is 2 units. For each training iteration, we randomly select one mesh and construct 30 input cameras and 1 target camera, which capture RGBD images using the mesh-ray intersection method in Open3D [58] without anti-aliasing filtering. We design the input and target camera poses to be those likely to appear in novel-view synthesis. Specifically, we uniformly sample camera position within a spherical shell of radius 0.5 to 3 , looking at a random position in the unit-length cube containing the object, as shown in Figure 3. During testing, the camera poses are non-overlapping with the training poses - the poses used in Table 1, shown in Figure 4, have a spiral trajectory with radius changing periodically between 3 to 4 and those used in room scenes (Figure 6 and 7) are chosen to follow the room layouts.

The input RGBD images create the input point cloud, where each point carries only point-wise information, including $x y z, r g b$, and the direction from input camera to the particular point. To support point clouds without these information, we randomly drop $r g b$ and other features independently $50 \%$ of the time-during inference, we use only $x y z$ and $r g b$ for all experiments. We also use a random $k \in[12,200]$ at every iteration. To help learning blending weights, at every iteration we select a random image patch from ImageNet dataset as the texture map for the mesh. We train the model for 350,000 iterations, and it takes 10 days on 8 A100 GPUs. Please see more details in Appendix E.

### 4.2. Evaluating pointersect

We use three datasets to evaluate the estimated intersection points, surface normal, and blending weights.

- 7 meshes provided by Zhou et al. [57], including the Stanford Bunny, Buddha, etc.
- 30 meshes in ShapeNet Core dataset [7] containing sharp edges, including chairs, rifles, and airplanes.
- 13 test meshes in the sketchfab dataset [38].

For each mesh, 6 RGBD images taken from front, back, left, right, top, and bottom are used to create the input point cloud; 144 output RGBD images at novel viewpoints are estimated and compared with the ground-truth rendering from Open3D. See Figure 4 for an illustration of the camera poses. All cameras are $200 \times 200$ resolution and has a field-of-view of 30 degrees. The input RGBD images are used only to construct the input point cloud, i.e., we do not extract any image-patch features from the RGB images (except for NPBG++, see below).

We compare with four baselines:

- Visibility splatting is the default point-cloud visualization method in Open3D. We set the point size to 1 pixel. We use Open3D to estimate vertex normal at input points. The main purpose of including the baseline is to illustrate the input point cloud from the target viewpoint.
- Screened Poisson surface reconstruction [23] fits a scenespecific indicator function ( 1 inside the object and 0 outside) to reconstruct a surface from the point cloud. It is the workhorse for point-based graphics. We use the implementation in Open3D with the default parameters, and we provide ground-truth vertex normal from the mesh.
- NPBG++ [39] uses rasterization and downsampling to fill in holes on the image plane. It supports unseen point clouds but requires input RGB images to extract features. We use the implementation and pretrained model from the authors. We do not perform scene-specific finetuning.
- Neural Points [14] fits local implicit functions on the point clouds. Once the functions are fit, they can be used to increase the sampling rate and estimates surface normals. We use the original implementation and pretrained model from the authors. For visualization, we use the method to upsample the point clouds by 96 times.
- Oracle directly rasterizes the mesh.

For pointersect, we use $k=40, \delta=0.1$, and image-based rendering for all experiments unless otherwise noted. We provide only point-wise $x y z$ and $r g b$ to pointersect; no other feature is used. For all methods, we compute the Root Mean Square Error (RMSE) of the intersection point estimation, the average angle between the ground-truth and the estimated normal, the accuracy on whether a camera ray hit the surface, the Peak Signal-to-Noise Ratio (PSNR), Structural Similarity Index Measure (SSIM) [50], and LPIPS [55] between

Table 1. Test results on unseen meshes in three datasets.

| Method | Metrics | tex-models | ShapeNet | Sketchfab |
| :---: | :---: | :---: | :---: | :---: |
| Visibility splatting | depth (RMSE) $\downarrow$ <br> normal (angle ( ${ }^{\circ}$ )) $\downarrow$ <br> hit (accuracy (\%)) $\uparrow$ <br> color (PSNR (dB)) $\uparrow$ <br> color (SSIM) $\uparrow$ <br> color (LPIPS) $\downarrow$ | $\begin{aligned} & 0.25 \pm 0.20 \\ & 12.57 \pm 4.60 \\ & 98.0 \pm 1.5 \\ & 19.2 \pm 2.2 \\ & 0.8 \pm 0.2 \\ & 0.19 \pm 0.13 \end{aligned}$ | $\begin{aligned} & 0.08 \pm 0.08 \\ & 11.78 \pm 5.40 \\ & 98.5 \pm 1.7 \\ & 22.5 \pm 4.1 \\ & 0.9 \pm 0.1 \\ & 0.10 \pm 0.10 \end{aligned}$ | $\begin{aligned} & \hline 0.20 \pm 0.12 \\ & 14.04 \pm 4.73 \\ & 98.0 \pm 2.0 \\ & 19.6 \pm 2.9 \\ & 0.7 \pm 0.2 \\ & 0.21 \pm 0.13 \end{aligned}$ |
| Poisson surface recon. | depth (RMSE) $\downarrow$ <br> normal (angle ( ${ }^{\circ}$ )) $\downarrow$ <br> hit (accuracy (\%)) $\uparrow$ <br> color (PSNR (dB)) $\uparrow$ <br> color (SSIM) $\uparrow$ <br> color (LPIPS) $\downarrow$ | $\begin{aligned} & \mathbf{0 . 0 2} \pm \mathbf{0 . 0 4} \\ & 8.48 \pm 3.97 \\ & \mathbf{9 9 . 8} \pm \mathbf{0 . 1} \\ & 25.7 \pm 2.4 \\ & 0.9 \pm 0.0 \\ & 0.08 \pm 0.04 \end{aligned}$ | $\begin{aligned} & \mathbf{0 . 0 3} \pm \mathbf{0 . 0 5} \\ & 16.89 \pm 7.96 \\ & 98.8 \pm 1.8 \\ & - \\ & 0.9 \pm 0.1 \\ & 0.06 \pm 0.05 \end{aligned}$ | $\begin{aligned} & 0.06 \pm 0.08 \\ & 14.58 \pm 6.29 \\ & 99.5 \pm 0.5 \\ & 25.0 \pm 3.1 \\ & 0.9 \pm 0.1 \\ & 0.10 \pm 0.04 \end{aligned}$ |
| Neural points [14] | depth (RMSE) $\downarrow$ <br> normal (angle ( ${ }^{\circ}$ )) $\downarrow$ <br> hit (accuracy (\%)) $\uparrow$ <br> color (PSNR (dB)) $\uparrow$ <br> color (SSIM) $\uparrow$ <br> color (LPIPS) $\downarrow$ | $\begin{aligned} & 0.07 \pm 0.10 \\ & 11.28 \pm 3.30 \\ & 98.9 \pm 0.4 \end{aligned}$ <br> not supp. <br> not supp. <br> not supp. | $\begin{aligned} & 0.04 \pm 0.03 \\ & 17.14 \pm 6.01 \\ & 98.9 \pm 0.7 \\ & \text { not supp. } \\ & \text { not supp. } \\ & \text { not supp. } \end{aligned}$ | $\begin{aligned} & 0.06 \pm 0.05 \\ & 14.28 \pm 3.44 \\ & 99.1 \pm 0.2 \\ & \text { not supp. } \\ & \text { not supp. } \\ & \text { not supp. } \end{aligned}$ |
| $\begin{aligned} & \text { NPBG++ } \\ & \text { [39] } \end{aligned}$ | depth (RMSE) $\downarrow$ <br> normal (angle ( ${ }^{\circ}$ )) $\downarrow$ <br> hit (accuracy (\%)) $\uparrow$ <br> color (PSNR (dB)) $\uparrow$ <br> color (SSIM) $\uparrow$ <br> color (LPIPS) $\downarrow$ | not supp. <br> not supp. <br> not supp. <br> $16.5 \pm 2.1$ <br> $0.7 \pm 0.1$ <br> $0.27 \pm 0.07$ | not supp. <br> not supp. <br> not supp. <br> $19.3 \pm 4.0$ <br> $0.8 \pm 0.1$ <br> $0.18 \pm 0.08$ | not supp. <br> not supp. <br> not supp. <br> $18.0 \pm 1.6$ <br> $0.7 \pm 0.1$ <br> $0.24 \pm 0.08$ |
| Proposed | depth (RMSE) $\downarrow$ <br> normal (angle ( ${ }^{\circ}$ )) $\downarrow$ <br> hit (accuracy (\%)) $\uparrow$ <br> color (PSNR (dB)) $\uparrow$ <br> color (SSIM) $\uparrow$ <br> color (LPIPS) $\downarrow$ | $\begin{aligned} & 0.05 \pm 0.09 \\ & 6.77 \pm \mathbf{2 . 7 1} \\ & \mathbf{9 9 . 8} \pm \mathbf{0 . 2} \\ & \mathbf{2 8 . 2} \pm \mathbf{1 . 9} \\ & \mathbf{1 . 0} \pm \mathbf{0 . 0} \\ & \mathbf{0 . 0 4} \pm \mathbf{0 . 0 3} \end{aligned}$ | $\begin{aligned} & 0.03 \pm 0.03 \\ & 11.29 \pm 5.08 \\ & 99.6 \pm 0.6 \\ & 28.0 \pm 6.4 \\ & 1.0 \pm 0.0 \\ & 0.04 \pm 0.04 \end{aligned}$ | $\begin{aligned} & 0.05 \pm 0.04 \\ & 8.53 \pm 2.79 \\ & 99.8 \pm 0.1 \\ & 28.1 \pm 2.7 \\ & 0.9 \pm 0.0 \\ & 0.06 \pm 0.04 \end{aligned}$ |

Table 2. Test results on the Hypersim dataset. The test is conducted on 10 new images not used to create the point cloud.

| Metric | Vis. splatting | Poisson recon. | NPBG++ | NGP [33] | Proposed |
| :--- | :--- | :--- | :---: | :---: | :---: |
| PSNR $(\mathrm{dB}) \uparrow$ | $11.7 \pm 1.1$ | $26.3 \pm 3.1$ | $27.9 \pm 3.7$ | $28.5 \pm 5.8$ | $\mathbf{2 9 . 8} \pm \mathbf{5 . 1}$ |
| SSIM $\uparrow$ | $0.12 \pm 0.05$ | $0.85 \pm 0.06$ | $0.89 \pm 0.04$ | $0.90 \pm 0.06$ | $\mathbf{0 . 9 1} \pm \mathbf{0 . 0 4}$ |
| LPIPS $\downarrow$ | $0.79 \pm 0.04$ | $0.37 \pm 0.04$ | $0.33 \pm 0.03$ | $0.31 \pm 0.08$ | $\mathbf{0 . 2 5} \pm \mathbf{0 . 0 4}$ |

ground-truth and estimated color images. To ensure fair comparisons between all methods, we compute the errors of surface normal and depth map only for camera rays that both ground-truth and the testing method agree to hit a surface.

The results are shown in Table 1, and we provide examples in Figure 4. Optimizing each input point cloud directly, Poisson surface reconstruction achieves high PSNR and low normal errors, outperforming the scene-agnostic baselines like NPBG++ and Neural Points. Pointersect outperforms all prior methods even though it is scene-agnostic. Trained on the sketchfab dataset, it performs best on the sketchfab dataset. Nevertheless, it still outperforms the scene-specific Poisson reconstruction on unseen meshes in the ShapeNet dataset and performs comparably on the tex-models dataset. Moreover, pointersect is the only method supporting estimating intersection points, surface normal, and blending weights of any query ray without scene-specific optimization.

### 4.3. Room-scale rendering with RGBD images

Next, we evaluate pointersect on a room-scale scene, whose geometry is very different from the training meshes.

We randomly select a room scene in the Hypersim dataset [41] which contains 100 RGBD images captured in the room. We randomly select 90 of them to construct the input point cloud and use the rest for evaluation. We downsample the images by 2 (from $1024 \times 768$ to $512 \times 384$ ), and we use uniform voxel downsampling to reduce the number of points (the room size is 4 units and the voxel size is 0.01 units). We provide the ground-truth vertex normal from the dataset to Poisson reconstruction. We also train a state-of-the-art NeRF method, NGP [33, 46], using the same 90 input images, for 1000 epochs, taking 2 hours on 1 A100 GPU. Note that NGP and pointersect are not directly comparableNGP utilizes scene-specific optimization whereas pointersect utilizes depth. We provide it as a reference baseline.

Figure 5, Figure 6, and Table 2 show the results on the 10 test RGBD images. As can be seen, while pointersect is trained on small meshes, it generalizes to room-scale scenes and outperforms prior state-of-the-art baselines.

### 4.4. Ray tracing with point clouds

As mentioned before in Section 3, pointersect provides a unique capability of ray-tracing with global illumination that is difficult to achieve with methods like NeRFs. We build a simple path tracer in PyTorch, following [43]. We also implement the Cook-Torrance microfacet specular shading model (with the split sum approximation), following [21]. We construct a scene composed of a Lambertian floor (albedo $=0.2$ ), a vertical mirror (kbase $=0.5$, roughness $=0$, metallic $=1$, specular $=0.5$ ), a sphere ( kbase $=0.7$, roughness $=0.7$, metallic $=0.5$, specular $=0$ ), and an all-white environment map. The floor and the mirror are represented analytically, and the sphere is represented with 5000 points. We trace 4 bounces and 2000 rays per pixel.

As shown in Figure 1b, the result clearly shows the effect of global illumination, e.g., the reflection of the sphere in the mirror and the cast shadow on the floor.

### 4.5. Inverse rendering

Another unique capability of pointersect is its differentiability. As a neural net, pointersect allows gradient calculation of color (blending weights) and surface normal with respect to the point cloud (e.g., $x y z$ and $r g b$ ). We optimize a noisy point cloud's $x y z$ and rgb given 100 clean input RGB images, camera poses, and binary foreground segmentation maps. The results (Figure 12 and Table 3 in the supplementary) show that the optimization effectively denoises the point cloud. Please refer to Appendix F for details.

### 4.6. Real Lidar-scanned point clouds

Finally, we test pointersect on real Lidar-scanned point clouds. The goal is to evaluate how it handles a small amount of noise in scanned point clouds, even though it is trained on


Figure 4. Example results of pointersect and baselines. Please see supplementary material for novel-view rendering videos.


Figure 5. PSNR vs. time of Figure 6. The x axis is the time to render 10 validation images of resolution $512 \times 384$. We train the NGP $[33,46]$ from 1 to 1000 epochs, and the time includes both training on the 90 input images and the rendering.

Table 3. Optimize a noisy point cloud with pointersect.

|  | 100 input views |  | 144 novel views |  |
| :--- | :---: | :---: | :---: | :---: |
|  | before opt. | after opt. | before opt. | after opt. |
| PSNR $(\mathrm{dB}) \uparrow$ | $10.1 \pm 0.5$ | $24.6 \pm 0.5$ | $13.9 \pm 0.8$ | $25.7 \pm 1.2$ |
| normal $\left(\right.$ angle $\left.\left(^{\circ}\right)\right) \downarrow$ | $54.0 \pm 0.9$ | $17.8 \pm 2.1$ | $55.3 \pm 0.4$ | $18.3 \pm 2.7$ |
| depth (rmse) $\downarrow$ | $0.46 \pm 0.08$ | $0.09 \pm 0.06$ | $0.33 \pm 0.08$ | $0.10 \pm 0.07$ |

clean ones. We take two Lidar point clouds from the ARKitScenes dataset [6], perform uniform voxel downsampling to reduce the number of points (the voxel size is 0.01 and the scene size is around 14 units), and rendered with Poisson reconstruction and pointersect (with $k=100$ and $\delta=0.2$ since the scene is larger and not unit-length normalized). As can be seen in Figure 7, our model successfully renders the real point clouds, whereas the output quality of Poisson reconstruction degrades significantly.

Scene editing. One advantage of utilizing point clouds as the scene representation instead of an implicit representation like NeRF is that we can easily edit the scene (by directly moving, adding, removing points). In Figure 7, we present results of scene relighting which utilizes the estimated surface normal and scene editing where we insert new and change the size and location of point-cloud objects in the scene.


Figure 6. Room-scale point cloud rendering results. Please see supplementary material for novel-view rendering videos.


Figure 7. We test our model on a Lidar-scanned point cloud. Due to the small amount of noise, the quality of Poisson reconstruction degrades significantly. In comparison, pointersect is less affected. With the estimated surface normal, we re-render the scene with directional-dominant light using the colors as albedo. Using point cloud as the scene representation enables easy scene editing. We edit the input point clouds and render the new scene using pointersect. Can you spot the differences? Please see supplementary material for novel-view rendering, relighting, and scene-editing videos. © clock: Gush [17].

## 5. Discussions

Rendering speed. Pointersect requires one transformer evaluation per query ray. In contrast, NeRF and SDF methods require multiple evaluations per ray (in addition to per-scene training). Figure 5 shows the time to render 10 test images in Section 4.3. With a resolution of $512 \times 384$ and 700 k points, the current rendering speed of pointersect is $\sim 1$ frame per second (fps) with unoptimized Python code. The speed can be greatly improved with streamlined implementation and accelerated attention [24, 31]. See Appendix D for detailed complexity and runtime analysis.

Known artifacts. Currently, our pointersect model produces two types of artifacts. First, pointersect may generate floating points when a query ray is near an edge where the occluded background is far away or at the middle of two parallel edges. Second, we currently pass a fixed number of neighboring points to the pointersect model. Thus when there are multiple layers of surfaces, the actual (i.e., first) surface may receive only a small number of points, reducing the output quality.

Connection to directed distance fields. AumentadoArmstrong et al. [5] and Feng et al. [13] propose to represent
a mesh with a Directed Distance Field (DDF). Similar to a SDF , a $\mathrm{DDF}, \mathcal{D}(\mathbf{r})$, is learned specifically for each mesh, and it records the traveling distance of ray $\mathbf{r}$ to the nearest surface. The proposed pointersect, $f(\mathbf{r}, \mathcal{P})$, can be thought of as an estimator of DDFs. Aumentado-Armstrong et al. [5] derive several geometric properties of DDFs, which also apply to pointersect.

## 6. Conclusion

We have introduced pointersect, a novel method to render point clouds as if they are surfaces. Compared to other scene representations like implicit functions and prior point-cloud rendering methods, pointersect provides a unique combination of capabilities, including direct rendering of input point clouds without per-scene optimization, direct surface normal estimation, differentiability, ray tracing with global illumination, and intuitive scene editing. With the ubiquitousness of point clouds in 3D capture and reconstruction, we believe that pointersect will spur innovations in computer vision as well as virtual and augmented reality technology.
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