Boosting Semi-Supervised Learning by Exploiting All Unlabeled Data

Yuhao Chen¹  Xin Tan²*  Borui Zhao¹  Zhaowei Chen¹  Renjie Song¹  Jiajun Liang¹  Xuequan Lu³
¹MEGVII Technology  ²East China Normal University  ³Deakin University
{yhaochen0617, zhaoborui, gm, chaowechan}@gmail.com, xtan@cs.ecnu.edu.cn
{songrenjie, liangjiajun}@megvii.com, xuequan.lu@deakin.edu.au

Abstract

Semi-supervised learning (SSL) has attracted enormous attention due to its vast potential of mitigating the dependence on large labeled datasets. The latest methods (e.g., FixMatch) use a combination of consistency regularization and pseudo-labeling to achieve remarkable successes. However, these methods all suffer from the waste of complicated examples since all pseudo-labels have to be selected by a high threshold to filter out noisy ones. Hence, the examples with ambiguous predictions will not contribute to the training phase. For better leveraging all unlabeled examples, we propose two novel techniques: Entropy Mean- ing Loss (EML) and Adaptive Negative Learning (ANL). EML incorporates the prediction distribution of non-target classes into the optimization objective to avoid competition with target class, and thus generating more high-confidence predictions for selecting pseudo-label. ANL introduces the additional negative pseudo-label for all unlabeled data to leverage low-confidence examples. It adaptively allocates this label by dynamically evaluating the top-k performance of the model. EML and ANL do not introduce any additional parameter and hyperparameter. We integrate these techniques with FixMatch, and develop a simple yet powerful framework called FullMatch. Extensive experiments on several common SSL benchmarks (CIFAR-10/100, SVHN, STL-10 and ImageNet) demonstrate that FullMatch exceeds FixMatch by a large margin. Integrated with FlexMatch (an advanced FixMatch-based framework), we achieve state-of-the-art performance. Source code is available at https://github.com/megvii-research/FullMatch.

1. Introduction

Semi-supervised learning (SSL) is proposed to leverage an abundance of unlabeled data to enhance the model’s performance when labeled data is limited [44]. Consistency
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Figure 1. Visualization of the experimental results on CIFAR-100 with 10000 labeled images. Evaluations are done every 1K iterations. (a) The increasing proportion of examples with pseudo-label when applying EML to FixMatch. (b) The number of negative pseudo-labels per sample and accuracy during the whole training process. “NPL” denotes negative pseudo-labels.
One intuitive solution is to assign pseudo-label for potential examples (i.e., the maximum confidence is close to the predefined threshold). We argue the competition between partial classes leads to failure to produce high-confidence prediction, while the unsupervised loss of FixMatch (i.e., cross-entropy) only focus on the target class when training the examples with pseudo-label. Therefore, we propose a novel scheme to enhance confidence on target class, namely Entropy Meaning Loss (EML). For examples with pseudo-label, EML imposes additional supervision on all non-target classes (i.e., classes which specify the absence of a specific label) to push their prediction close to a uniform distribution, thus preventing any class competition with the target class. Fig. 1(a) illustrates that FixMatch equipped with EML can select more examples with the pseudo-label during the whole training process. Since EML attempts to yield more low-entropy predictions to select more examples with pseudo-label rather than tuning the threshold, it can be also applied to any dynamic-threshold methods (e.g., FlexMatch [38], Dash [34]).

Nevertheless, it is still impossible to leverage all unlabeled data by generating pseudo-labels with a threshold strategy. This motivates us to further consider how to utilize the low-confidence unlabeled examples without pseudo-label (i.e., the maximum confidence is far from the predefined threshold). Intuitively, the prediction may get confused among the top classes, but it will be confident that the input does not belong to the categories ranked after these classes. Fig. 2 shows an inference result of FixMatch. The ground truth is “cat”, FixMatch is confused by several top classes (e.g., “dog”, “frog”) and make low-confidence prediction, however it shows highly confidence that some low-rank classes (e.g., “airplane”, “horse”) are not ground truth class, thus we can safely assign negative pseudo-labels to these classes. Based on this insight, we propose a novel method named Adaptive Negative Learning (ANL). Specifically, ANL first calculate a k adaptively based on the prediction consistency, so that the accuracy of top-k is close to 1, and then regard the classes ranked after k as negative pseudo-labels. Furthermore, if the example is selected a pseudo-label, ANL will shrink the range of non-target classes (i.e., EML only needs constrain the top-k classes except target class). Note that ANL is a threshold-independent scheme and thus can be applied on all unlabeled data. As shown in Fig. 1(b), our ANL’s rendered negative pseudo-labels are increasing as the model is optimized while keeping high accuracy. In summary, our method makes full use of the unlabeled dataset, which is hardly ever seen in modern SSL algorithms.

To demonstrate the effectiveness of the proposed EML and ANL, we simply integrate EML and ANL to FixMatch and exploit a new framework named FullMatch. We conduct various experiments on CIFAR-10/100 [16], SVHN [22], STL-10 [5] and ImageNet [7]. The results demonstrate that FullMatch surpasses the performance of FixMatch with a large margin while the training cost remains similar to FixMatch. Moreover, our method can be easily adapted to other FixMatch-based algorithms and obtain further improvement. For example, by combining it with FlexMatch [38], we achieve state-of-the-art performance. To summarize, our key contributions include:

1) We introduce an additional supervision namely Entropy Meaning Loss (EML) when training examples with pseudo-label, which enforces a uniform distribution of non-target classes to avoid them competition with target class and thus producing more high-confidence predictions.

2) We propose the Adaptive Negative Learning (ANL), a dynamic negative pseudo-label allocation scheme, which renders negative pseudo-labels with very limited extra computational overhead for all unlabeled data, including the low-confidence ones.

3) We design a simple yet effective framework named FullMatch by simply integrating FixMatch with the proposed EML and ANL, which leverages all unlabeled data and thus achieving remarkable gains on five benchmarks. Furthermore, our method is shown to be orthogonal to other FixMatch-based frameworks. Specifically, FlexMatch with our method, achieves state-of-the-art results.

2. Related Work

Semi-supervised learning is one of the fundamental tasks in machine learning and computer vision. The goal of SSL is to learn from unlabeled samples with the guidance of limited labeled samples. In this section, we focus only on approaches closely relevant to our method.

**Entropy minimization.** It has been proved effective in SSL. [12] pointed out that unlabeled data should be used to facilitate a network for generating predictions far from the decision boundary. We can achieve this by promoting the
network to make low entropy output distribution (i.e., high confidence prediction) on unlabeled data. [12, 20] added an explicit loss term to constrain the prediction entropy across $C$ classes on all unlabeled data: $-\sum_{c=1}^{C} \mu_c \log(\mu_c)$. Pseudo-labeling [17] implicitly minimized the prediction entropy by converting model predictions to one-hot label and only retaining those when the highest class prediction probability is above on predefined threshold. Nowadays, pseudo-labeling has always been used in modern SSL algorithms [15, 32, 35, 42] as a component of their pipeline to produce better performance. Inspired by them, our method attempts to obtain separable classification boundaries but imposes additional supervision on non-target classes.

Consistency regularization. It has been extensively used in SSL [3, 20, 40] to hold similar output distribution when input was perturbed. Since data augmentation [13, 36, 39] shows huge superiority in supervised learning, recent works have begun to give more attention to data augmentation perturbation and have achieved significant successes. For example, UDA [33], RemixMatch [2] and FixMatch [26] all employed weakly-augmented strategies to produce the training target for unlabeled data and enforce prediction consistency against strongly-augmented version. The difference between FixMatch and UDA/RemixMatch is that FixMatch adopts pseudo-labeling instead of employing a “soft” label by sharpening the predicted distributions, which is beneficial to entropy minimization. Therefore, FixMatch obtains better performance and is a milestone algorithm in SSL. However, the predefined threshold used in FixMatch causes certain low-confidence examples to make no contributions to the model learning, and FlexMatch introduces Curriculum Pseudo Labeling to dynamically adjust the confidence threshold and remarkably boosts performance. By contrast, the proposed EML enhances the prediction confidence of the model itself by enlarging the distinction between the target and non-target classes, thus generating more low entropy predictions under the same threshold. This reveals that our method can obtain better improvement either with a fixed threshold or dynamic threshold.

Negative learning. It is an indirect learning strategy where the category of the inputs is not the same as the supervised learning. Compared with the “positive label” (i.e., the image belongs to this category), the superiority of negative labels is less-cost and more accurate. UPS [24] and NS^3L [4] select negative labels for the classes whose probability values fall below a fixed small threshold (e.g., 0.01). In other words, these methods still utilize the “high-confidence” prediction based on the (low) probability value. Obviously, these methods can not label samples with negative labels when given ambiguous predictions (e.g., all probability values are between 0.01 and 0.95). By contrast, our proposed ANL focus on the rank of categories rather than the probability value, it adaptively assigns negative pseudo-labels for all unlabeled data while maintaining simplicity (i.e., no extra threshold hyperparameter).

3. Method

As discussed above, we will concentrate on two questions in this section: 1) how to allocate more examples with pseudo-label; 2) how to learn knowledge from unlabeled examples with ambiguous predictions. Correspondingly, we propose two novel and efficient techniques: Entropy Meaning Loss (EML) and Adaptive Negative Learning (ANL). EML constrains the output distribution of non-target classes to obtain more separable decision boundaries, thus generating more high-confidence predictions. ANL dynamically assigns negative pseudo-label based on the model’s optimization status to leverage examples with ambiguous prediction. By applying these two key components to FixMatch [26], we can employ the total unlabeled dataset and bring improvements for various baselines. In this section, we first review the key components of FixMatch. Then, we explain the proposed Entropy Meaning Loss (EML) and Adaptive Negative Learning (ANL), respectively. Finally, we introduce the FullMatch algorithm by integrating our method with FixMatch.

3.1. Preliminaries

Consistency regularization is proved very useful in SSL. The original consistency loss in SSL is a $L - 2$ loss.

$$\sum_{i=1}^{B} \left\| p_m(y|\omega(\mu^{(i)})) - p_m(y|\phi(\mu^{(i)})) \right\|_2^2$$

where $p_m$ denotes the prediction distribution of the model. $\omega$ and $\phi$ are different perturbations imposed on the unlabeled examples $\mu^{(i)}$. $B$ represents the batch size of unlabeled examples. FixMatch introduces Pseudo-Labeling techniques related to entropy minimization in the consistency regularization process. The improved consistency loss function in FixMatch can be formulated as:

$$\frac{1}{B} \sum_{i=1}^{B} 1(\max(Q^{(i)}) \geq \tau) H(Q^{(i)}, P^{(i)})$$

where $Q^{(i)} = p_m(y|\omega(\mu^{(i)}))$ and $P^{(i)} = p_m(y|\phi(\mu^{(i)}))$ represents the prediction distribution of the weakly-augmented version and strongly-augmented version, respectively. $\omega$ and $\phi$ denote weakly and strongly augmentations. $Q^{(i)} = \arg \max Q^{(i)}$ is the hard target. $\tau$ is a confidence threshold and $H$ represents the cross-entropy loss function. FixMatch generates the pseudo-label according to the output distribution with weak-augmented inputs, and then calculates the difference from strongly-augmented inputs.
As suggested by previous research, a high confidence threshold $\tau$ generates accurate pseudo-label but filters out lots of unlabeled data with low-confidence predictions, thus causing the under-exploration of the unlabeled data (see Fig. 1(a)). We will propose two simple yet effective schemes to address the dilemma below.

### 3.2. Entropy Meaning Loss

We propose Entropy Meaning Loss to allocate more samples with pseudo-labels. Most current works focus on dynamically adjusting the threshold (e.g., FlexMatch, Dash). Unlike them, we aim to strengthen the representation ability of the model itself to produce more predictions far from the decision boundary (i.e., high-confidence predictions), which means it is orthogonal to those dynamic thresholding works.

We assume $Q(i) = [q_1^{(i)}, ..., q_C^{(i)}]$ represents the prediction vector for the weakly-augmented version of sample $i$. Let $S(i) = [s_1^{(i)}, ..., s_C^{(i)}] \subseteq \{0, 1\}^C$ be a binary vector denoting the selected labels, where $s_c^{(i)} = 1$ represents the class $c$ that is selected as a target class (e.g., pseudo-label class) and $s_c^{(i)} = 0$ when this class is absence of a specific label. The vector can be computed as:

$$s_c^{(i)} = \mathbb{1}(q_c^{(i)} \geq \tau)$$  \hspace{1cm} (3)

where $\tau$ is the selection threshold. Furthermore, we can calculate the vector $U(i) = [u_1^{(i)}, ..., u_C^{(i)}]$, where $u_c^{(i)} = 1$ denotes class $c$ is a non-target class and sample $i$ is assigned a pseudo-label, which is formulated as:

$$u_c^{(i)} = \mathbb{1}(max(Q(i)) \geq \tau) \cdot \mathbb{1}(s_c^{(i)} = 0)$$  \hspace{1cm} (4)

We assume $P(i) = [p_1^{(i)}, ..., p_C^{(i)}]$ represents the prediction confidence vector on the strongly-augmented of sample $i$, and $p_c^{(i)}$ denotes the confidence of the target class (i.e., pseudo-label class). With the optimization by the unsupervised loss function (i.e., cross-entropy), $p_c^{(i)}$ will gradually converge to the given label (i.e., the confidence of pseudo-label class will gradually increase to 1 with model learning). But for certain challenging examples, the competition between confusion classes and target class always leads to a failure in generating high-confidence prediction. To tackle this issue, we impose an additional constraint on the rest of the categories (i.e., all non-target classes) to allow them to share the remaining confidence $1 - p_c^{(i)}$ equally to avoid any class competition with the target class. This can be formulated as:

$$y_c^{(i)} = \frac{1 - \mathbb{1}(u_c^{(i)} = 0) \cdot p_c^{(i)}}{\sum_c \mathbb{1}(u_c^{(i)} = 1)}$$  \hspace{1cm} (5)

where $y_c^{(i)}$ is the label of the non-target classes. It indicates that once the predicted probability of the target class is determined, other non-target classes should share the remaining confidence scores equally. Note that EML is just applied on the pseudo-label samples, which means $\sum_c \mathbb{1}(u_c^{(i)} = 1)$ is always larger than 0 due to $\text{max}(Q(i)) \geq \tau$. Since $y_c^{(i)}$ ranges from 0 to 1, the model can be trained with a binary cross entropy (BCE) loss. Thus, our proposed Entropy Meaning Loss (EML) can be defined as:

$$\mathcal{L}_{eml} = -\frac{1}{BC} \sum_{i=1}^{B} \sum_{c=1}^{C} u_c^{(i)} \cdot [y_c^{(i)} \log(p_c^{(i)}) + (1 - y_c^{(i)}) \log(1 - p_c^{(i)})]$$  \hspace{1cm} (6)

Note that $y_c^{(i)}$ is calculated by the score of target class,
therefore EML will also produce gradient to target class, which can be computed as:

$$g_{tc}^{(i)} = - \frac{1}{BC(C-1)} \log \left( \prod_{c=0}^{C} (1 - p_c^{(i)}) \prod_{c=0}^{C} p_c^{(i)} \right)$$ (7)

the gradient directions of EML and unsupervised loss $\mathcal{L}_{us}$ (Eq. (2)) (i.e., cross-entropy loss) are the same, which indicates EML can cooperate with $\mathcal{L}_{us}$ to further promote the confidence of target class while constraining the distribution of the non-target classes. For detailed proof, please refer to Supplementary Material, Section A.

To intuitively illustrate the effectiveness of EML, Fig. 3 compares the distributions of prediction entropy on CIFAR-100 test set with or without introducing EML. The total images is 10000. Obviously, the amount of low-entropy prediction (e.g., the value of prediction entropy is less than 0.25) will increase about 18% (78% vs 60%) when introducing EML. We further show the effectiveness of EML by using t-SNE [28] on CIFAR-10 and STL-10 [5]. Fig. 4 demonstrates that EML can produce more clean and separable boundaries, hence giving more high-confidence predictions.

3.3. Adaptive Negative Learning

Since it is easy to produce ambiguous predictions on complicated scenarios (e.g., the largest confidence is only 0.3 while the threshold is 0.95), these examples are difficult to be assigned pseudo-label (filtered by the threshold or incorrect predictions), resulting in no contributions to the model optimization. To address this, we allocate an additional label with less noise to leverage these examples.

Fig. 6 illustrates the top-$k$ (e.g., top-5 and top-9) accuracy curves of FixMatch on CIFAR-10 when the amount of labeled data is only 40. The top-5 prediction can reach a promising accuracy after 100k iterations, which means all unlabeled data in CIFAR-10 do not belong to the last-5 prediction classes (i.e., categories after top-5) with a high chance when iterations are greater than 100k. This phenomenon motivates us to render negative pseudo-labels for unlabeled data.

Consequently, an ideal approach is to exploit an additional dataset to evaluate the top-$k$ performance, thereby calculating a suitable $k$ value so that the top-$k$ error rate is close to zero. Since we cannot employ the test set in the model training procedure, an optional strategy is to separate an additional validation set from the labeled training data. Nevertheless, this brings two severe defects: 1) separating a validation set from a labeled training set is expensive, especially when the amount of labeled data is particularly limited (e.g., each class only has 4 labels). 2) An extra forward propagation is essential to dynamically regulate $k$ at each iteration, leading to a dramatic drop in the efficiency of model training.

In this work, we present a scheme to approximately evaluate the top-$k$ performance, referred to as Adaptive Negative Learning (ANL). ANL does not require an additional labeled validation set, nor redundant inference processes. This is inspired by UDA [33] that by optimizing the consistency between two augmented versions, the model becomes smoother with respect to changes in the input space and thus, the overall performance can be better. Therefore, our key assumption is that the model performance can be reflected by the consistency of the predictions with different augmented inputs. That is, we first compute the $\text{temp}$ labels according to the weakly-augmented prediction regardless of whether the max score is larger than the threshold, then we view the $\text{temp}$ labels as the ground truth of the strongly-augmented version and calculate the minimum $k$ so as to its top-$k$ accuracy is 100%. This can be formulated as:

$$k = \arg \min_{\theta \in [2, C]} (\text{Acc}(P_t, \hat{Q}_t, \theta) = 100\%)$$ (8)

where $\hat{Q}_t = \arg \max (Q, t)$ is $\text{temp}$ labels at step $t$, $P_t$ denotes the prediction vector of strongly-augmented and they are calculated across the total batch samples. $\text{Acc}$ and $C$ represent the function of calculating top-$k$ accuracy and the number of categories, respectively. Since there are always certain examples without pseudo-labels at each training step (see Fig. 1(a)) and meanwhile we calculate $k$ on all unlabeled data, the over-fitting issue can be alleviated. Finally, we assign negative pseudo-labels to categories ranked after top-$k$ on the prediction distributions of the weakly-augmented version. As a result, the vector $S^{(i)}$ (Sec. 3.2) can be recalculated as:

$$s_c^{(i)} = \mathbb{1}[q_c^{(i)} \geq \tau] + \mathbb{1}[	ext{Rank}(q_c^{(i)}) > k]$$ (9)

where $\text{Rank}$ is a category sorting function based on confidence scores in the descending order. In the early stage of the training process, when the model is fed with different augmented versions on the same samples, the output distribution is significantly different, thus the value of $k$ will be enlarged, i.e., ANL will not afford any negative pseudo-labels when $k = C$. With the optimization of consistency loss (i.e., cross-entropy loss), the model has stronger output invariant to input noise, the value of $k$ will turn smaller, and more negative pseudo-labels will be selected. The adaptive negative learning loss $\mathcal{L}_{anl}$ can be formulated as:

$$- \frac{1}{B} \sum_{i=1}^{B} \sum_{c=1}^{C} \mathbb{1}[	ext{Rank}(q_c^{(i)}) > k] \log (1 - p_c^{(i)})$$ (10)

Note that the expense of employing ANL is almost free. It does not introduce any extra forward propagation pro-
5. FixMatch-based framework

\[ \mathcal{L}_{\text{sum}} = \mathcal{L}_s + \mathcal{L}_{us} + \alpha \cdot \mathcal{L}_{anl} + \beta \cdot \mathcal{L}_{eml} \] (11)

For simplicity, we set \( \alpha \) and \( \beta \) to 1. \( \mathcal{L}_s \) and \( \mathcal{L}_{us} \) (Eq. (2)) are respectively the supervision loss for labeled samples and the consistency loss for unlabeled samples:

\[ \mathcal{L}_s = \frac{1}{B_l} \sum_{i=1}^{B_l} H(y^{(i)}; p_m(y|\omega^{(i)})) \] (12)

where \( B_l \) is the batch size of labeled examples. See Supplementary Material, Section D.1 for the full algorithm of FullMatch.

4. Experiments

We evaluate the efficacy of the proposed FullMatch on several popular SSL datasets: CIFAR-10/100 [16], SVHN [22], STL-10 [5] and ImageNet [7], and perform extensive experiments across various amounts of labeled data. In addition, we conduct experiments based on the FlexMatch [38] algorithm to further show our method is orthogonal to FlexMatch, which is a strengthened version of...
Table 1. Top-1 accuracy (%) for CIFAR-10/100, SVHN and STL-10 datasets on 3 different folds. **FullFlex** indicates applying our method to FlexMatch. † indicates introducing an additional technique named DA (Distribution Alignment) [2]. ‡ represents the result comes from the original paper.

<table>
<thead>
<tr>
<th>Label Amount</th>
<th>CIFAR-10</th>
<th>CIFAR-100</th>
<th>SVHN</th>
<th>STL-10</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>40</td>
<td>250</td>
<td>4000</td>
<td>400</td>
</tr>
<tr>
<td>UDA [33]</td>
<td>89.38±7.75</td>
<td>94.84±0.06</td>
<td>95.71±0.07</td>
<td>53.61±1.59</td>
</tr>
<tr>
<td>RemixMatch [2]</td>
<td>90.12±1.03</td>
<td>93.75±0.05</td>
<td>95.16±0.01</td>
<td>57.25±1.05</td>
</tr>
<tr>
<td>Semo [21]</td>
<td>92.13±0.22</td>
<td>94.88±0.27</td>
<td>96.20±0.08</td>
<td>55.89±1.18</td>
</tr>
<tr>
<td>Dash [34]</td>
<td>86.78±3.75</td>
<td>95.44±0.13</td>
<td>95.92±0.06</td>
<td>55.24±0.96</td>
</tr>
<tr>
<td>UPS [24]</td>
<td>94.74±0.29</td>
<td>94.89±0.08</td>
<td>95.75±0.07</td>
<td>58.93±1.66</td>
</tr>
<tr>
<td>AlphaMatch [11]</td>
<td>91.35±3.38</td>
<td>95.03±0.29</td>
<td>-</td>
<td>61.26±3.13</td>
</tr>
<tr>
<td>CoMatch [18]</td>
<td>93.12±0.92</td>
<td>95.10±0.35</td>
<td>95.94±0.03</td>
<td>59.98±1.11</td>
</tr>
<tr>
<td>SimMatch [41]</td>
<td>94.40±1.37</td>
<td>95.16±0.39</td>
<td>96.04±0.01</td>
<td>62.19±2.21</td>
</tr>
<tr>
<td>CR [9]</td>
<td>94.31±0.9</td>
<td>94.96±0.3</td>
<td>95.84±1.13</td>
<td>50.77±0.79</td>
</tr>
<tr>
<td>NP-Match [30]</td>
<td>95.09±0.04</td>
<td>95.04±0.06</td>
<td>95.89±0.02</td>
<td>61.08±0.99</td>
</tr>
<tr>
<td>FixMatch [26]</td>
<td>92.53±0.28</td>
<td>95.14±0.05</td>
<td>95.79±0.08</td>
<td>57.45±1.76</td>
</tr>
<tr>
<td>FullMatch (ours)</td>
<td><strong>94.11±1.01</strong></td>
<td><strong>95.36±0.12</strong></td>
<td><strong>96.25±0.08</strong></td>
<td><strong>59.42±1.40</strong></td>
</tr>
<tr>
<td>FlexMatch [38]</td>
<td>95.03±0.06</td>
<td>95.02±0.09</td>
<td>95.81±0.01</td>
<td>60.06±1.62</td>
</tr>
<tr>
<td><strong>FullFlex</strong> (ours)</td>
<td><strong>95.56±0.15</strong></td>
<td><strong>95.61±0.04</strong></td>
<td><strong>96.28±0.03</strong></td>
<td><strong>62.60±0.64</strong></td>
</tr>
</tbody>
</table>

FixMatch by introducing **Curriculum Pseudo Labeling** (CPL) to adjust the threshold dynamically. We also present the ablation study to better understand why our method is effective.

For fair comparisons, we keep the same hyperparameters as FixMatch and FlexMatch. Specifically, we employ a cosine learning rate decay schedule [19] and standard stochastic gradient descent (SGD) with a momentum of 0.9 as optimizer [27] across all amounts of labeled examples and datasets, the initial learning rate is 0.03 and the total iteration number is set to 2^20. We use RandAugment [6] as the strong augmentation in all experiments, and ResNet-50 [14] for ImageNet datasets and Wide ResNet [37,43] (e.g., WRN 28-2 and WRN 28-8) for other benchmarks. Our framework is implemented on TorchSSL [38]. See **Supplementary Material**, Section D.2 for details.

### 4.1. Main Results

We report the performance of FullMatch on the four popular SSL benchmarks: CIFAR-10/100, SVHN and STL-10, as shown in Table 1. We calculate the mean and variance of top-1 accuracy when training on 3 different “folds” of labeled data. The results of other algorithms are mainly from TorchSSL and NP-Match [30]. We use few new results for a fair comparison (e.g., the performance of FlexMatch on SVHN), which are better than their published version. The experiments show that FullMatch outperforms FixMatch under all amounts of labeled data and benchmarks, except the SVHN dataset with 1000 labels. Additionally, since our method can be integrated with any variants based on FixMatch, we also use the state-of-the-art method FlexMatch [38] as the baseline and called the integrated method FullFlex. The results demonstrate that our method can significantly boost the baseline models, including FixMatch and FlexMatch for almost all datasets, and meanwhile surpasses the latest methods, e.g., NP-Match [30], SimMatch [41] and DoubleMatch [29]. Our method has the following advantages:

1) **FullMatch** brings considerable improvements compared with FixMatch, especially when the amount of labeled data is extremely limited. We report the performance of different algorithms with only 4 labels per class, corresponding to the 40 labeled data of CIFAR-10, SVHN and 400 labeled data of CIFAR-100. The results indicate the average accuracy of FullMatch exceeds FixMatch by more than 1%, especially on CIFAR-100 (an increase of 2%).

2) **FullMatch** is efficient. Our method does not introduce any extra hyperparameters or extra forward propagation process. Fig. 7 compares the average training time cost of a single iteration with and without using our method on Gforce RTX 2080 Ti GPU. It is obvious that while enhancing the performance of existing algorithms, our method introduces negligible computational overhead.

3) The proposed FullMatch is orthogonal to existing popular methods. Namely, our method can further improve the performance of other FixMatch-based methods. For instance, we introduce CPL into FullMatch, named FullFlex. The extensive experiments show that FullFlex achieves state-of-the-art performance under almost all benchmarks.
4.2. Results on ImageNet

We also evaluate our method on ImageNet to confirm the effectiveness on a more realistic and larger dataset. Following TorchSSL settings, we select samples with 100 labels for each class, which is less than 8% of the total train set. Table 2 shows the performance of different algorithms after 220 iterations, where the results of different methods come from TorchSSL and NP-Match [30] (it conducts all experiments based on TorchSSL settings). When all hyper-parameters are kept consistently with TorchSSL, the top-1 accuracy of FullMatch and FullFlex are both improved by more than 1%, which further confirms the effectiveness of our method on this complicated dataset. Furthermore, compared with the latest methods, our method still achieve a state-of-the-art performance.

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>Top-1</th>
<th>Top-5</th>
</tr>
</thead>
<tbody>
<tr>
<td>UPS [24]</td>
<td>57.31</td>
<td>79.77</td>
</tr>
<tr>
<td>NP-Match [30]</td>
<td>58.22</td>
<td>80.67</td>
</tr>
<tr>
<td>FixMatch [26]</td>
<td>56.34</td>
<td>78.20</td>
</tr>
<tr>
<td>FullMatch (ours)</td>
<td>57.44 (+1.1)</td>
<td>79.26 (+1.06)</td>
</tr>
<tr>
<td>FlexMatch [38]</td>
<td>58.15</td>
<td>80.52</td>
</tr>
<tr>
<td>FullFlex (ours)</td>
<td>59.58 (+1.43)</td>
<td>81.38 (+0.86)</td>
</tr>
</tbody>
</table>

Table 2. Top-1 and Top-5 accuracy (%) on ImageNet. In green are the values of performance improvement over the baselines.

4.3. Ablation Study

Since FullMatch is essentially a combination of two novel techniques and FixMatch, we present an ablation study to verify the effectiveness of different components.

Entropy Meaning Loss (EML). We conduct an ablation study on EML, as shown in Table 3. It can be seen that FixMatch can obtain obvious improvement when combining EML. We also conduct experiments with different implementations of EML, seeing row.3 vs row.4, we can find that the proposed EML is very effective, regardless of the form of the loss function.

Adaptive Negative Learning (ANL). We study the role of ANL for the model. If we only afford negative pseudo-labels to examples with pseudo-labels, there will only be a slight improvement (57.83 vs 57.68), see Table 3. It is believed that the slight gain mainly comes from alleviating the negative effect of incorrect pseudo-labels because negative pseudo-labels are always less noisy. Moreover, if we assign negative pseudo-labels to the samples that are without positive pseudo-labels, it can bring a considerable performance gain (0.91%). When we assign all data the negative pseudo-labels, the performance is further improved (1%), indicating that our model can extract discriminative knowledge from all unlabeled data. Finally, if we apply EML and ANL to FixMatch, the FullMatch exceeds the baseline with a large margin (1.64%), which shows that the proposed two components are useful and complementary.

Different $\alpha$ and $\beta$. Table 4 reports the accuracy (%) of different $\alpha$ and $\beta$. It reveals FullMatch is not sensitive to $\alpha$ and $\beta$. We take untuned weights (i.e. $\alpha, \beta = 1$ ) for all experiments to show the gains come entirely from our method.

<table>
<thead>
<tr>
<th>$\alpha$</th>
<th>0.5</th>
<th>1.0</th>
<th>2.0</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\beta$</td>
<td>0.5</td>
<td>1.0</td>
<td>2.0</td>
</tr>
<tr>
<td>acc</td>
<td>78.43</td>
<td>78.36</td>
<td>78.50</td>
</tr>
</tbody>
</table>

Table 3. Ablation study of FullMatch on 400-label split from CIFAR-100. CE and BCE represent the loss implementation of EML. “w PL” and “w/o PL” means applying ANL on examples with/without pseudo-label, respectively. $\Delta$ represents the performance improvement over the baseline.

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>CE</th>
<th>BCE</th>
<th>w PL</th>
<th>w/o PL</th>
<th>Accuracy</th>
<th>$\Delta$</th>
</tr>
</thead>
<tbody>
<tr>
<td>FixMatch</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>57.68</td>
<td>-</td>
</tr>
<tr>
<td>EML</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>58.35</td>
<td>+0.67</td>
</tr>
<tr>
<td></td>
<td>✓</td>
<td></td>
<td>✓</td>
<td>✓</td>
<td>58.47</td>
<td>+0.79</td>
</tr>
<tr>
<td>ANL</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>58.83</td>
<td>+0.15</td>
</tr>
<tr>
<td></td>
<td>✓</td>
<td></td>
<td>✓</td>
<td>✓</td>
<td>58.59</td>
<td>+0.91</td>
</tr>
<tr>
<td></td>
<td>✓</td>
<td></td>
<td>✓</td>
<td>✓</td>
<td>58.67</td>
<td>+0.99</td>
</tr>
<tr>
<td>FullMatch</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>59.32</td>
<td>+1.64</td>
</tr>
</tbody>
</table>

Table 4. Ablation study on $\alpha$ and $\beta$. All experiments are conducted on CIFAR-100 with 10000-label.

5. Conclusion

In this paper, we first analyze the unlabeled data wasting in the FixMatch-based methods, and then we are motivated to propose two novel techniques: Entropy Meaning Loss (EML) and Adaptive Negative Learning (ANL). The EML explicitly constrains the output distribution of non-target classes to produce more high-confidence predictions, thus selecting more examples with pseudo-label under the same threshold. The ANL introduces additional negative pseudo-labels to learn knowledge from low-confidence examples without pseudo-label. Note that ANL assesses the top-k performance dynamically to allocate negative pseudo-labels and does not introduce any extra hyper-parameters. FullMatch, the proposed method based upon FixMatch, achieves significant improvement in most scenarios while being extremely concise and efficient. In addition, we also integrate our method with FlexMatch, which achieves state-of-the-art performance on a variety of SSL benchmarks. Experimental results strongly confirm the effectiveness of our method. We believe this work will provide new insights to explore the low-confidence unlabeled data in SSL.
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