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Abstract

Nowadays, many visual scene understanding problems
are addressed by dense prediction networks. But pixel-wise
dense annotations are very expensive (e.g., for scene pars-
ing) or impossible (e.g., for intrinsic image decomposition),
motivating us to leverage cheap point-level weak supervi-
sion. However, existing pointly-supervised methods still use
the same architecture designed for full supervision. In stark
contrast to them, we propose a new paradigm that makes
predictions for point coordinate queries, as inspired by the
recent success of implicit representations, like distance or
radiance fields. As such, the method is named as dense pre-
diction fields (DPFs). DPFs generate expressive interme-
diate features for continuous sub-pixel locations, thus al-
lowing outputs of an arbitrary resolution. DPFs are nat-
urally compatible with point-level supervision. We show-
case the effectiveness of DPFs using two substantially dif-
ferent tasks: high-level semantic parsing and low-level in-
trinsic image decomposition. In these two cases, supervi-
sion comes in the form of single-point semantic category
and two-point relative reflectance, respectively. As bench-
marked by three large-scale public datasets PASCALCon-
text, ADE20K and IIW, DPFs set new state-of-the-art per-
formance on all of them with significant margins. Code can
be accessed at https://github.com/cxx226/DPF.

1. Introduction
The field of visual scene understanding aims to recover

various scene properties from input images, e.g., seman-
tic labels [24], depth values [49] [66], edge existence [1]
or action affordance [10]. Successful and comprehensive
scene understanding is the cornerstone of various emerging
artificial intelligence applications, like autonomous driving,
intelligent robots or smart manufacturing. Albeit difficult,
this field has seen great progress thanks to end-to-end dense
prediction networks like DPT [48] and large-scale densely-
labelled datasets like ADE20K [67]. If we can densely label
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Figure 1. (a) Existing dense prediction formulation. (b) Our DPF
formulation. (c) Semantic annotation for single points. (d) Pair-
wise reflectance annotation between two points.

every property that we care about, totally solving the visual
scene understanding problem seems a matter of time.

However, dense annotations are usually too expensive
or impossible to obtain. According to the Cityscapes pa-
per [13], it takes 1.5 hours to generate a high-quality seman-
tic annotation map for a single image. What’s worse, for
the problem of decomposing an image into reflectance and
shading 1, it’s impossible for humans to provide pixel-wise
ground truth values. As such, the largest intrinsic image
decomposition dataset IIW [7] is annotated in the form of
pair-wise reflectance comparison between two points. An-
notators are guided to judge whether the reflectance of one
point is darker than that of another point or not.

Given the importance of dense prediction and the diffi-
culty of obtaining dense annotations, we focus on learning
with point-level weak supervision. Fig. 1-c shows an exam-
ple of point-level semantic scene parsing annotation. The
sole red point on the cat is annotated as cat, which is much
more cheaper than delineating the cat’s contours. Fig. 1-d
shows human judgement of relative reflectance annotation
between every pair of two points. Since the floor has a con-
stant reflectance, point pairs on the floor are annotated with

1Intrinsic image decomposition.
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the equal label. Since the table has a darker reflectance than
the floor, pairs between the table point and the floor point
are annotated with the darker label.

How could we effectively learn dense prediction mod-
els from these kinds of point-level weak supervision? To
this end, existing pointly-supervised methods leverage un-
labelled points using various techniques like online expan-
sion [47], uncertainty mixture [64] [57] or edge guidance
[18]. But they all exploit conventional formulations shown
in Fig. 1-a, by converting point-level supervision into dense
ground truth maps with padded ignore values. By contrast,
we seek alternative network architectures that are naturally
compatible with point-level supervision. Specifically, we
take inspiration from the success of neural implicit repre-
sentations. DeepSDF [46] takes 3D coordinates as input
and predicts signed distance values. NeRF [41] takes 5D
coordinates as input and predicts radiance/transparency val-
ues. Similarly, our method takes 2D coordinates as input
and predicts semantic label or reflectance values, as shown
in Fig. 1-b. An intriguing feature of this new scheme is that
high-resolution images can be encoded as guidance in a nat-
ural way, because this new continuous formulation allows
outputs of arbitrarily large or small resolution. Borrowing
names from the research community of distance or radiance
fields, our method is called dense prediction fields (DPFs).

In order to show that DPF is a strong and generic method,
we use two pointly-supervised tasks: semantic scene pars-
ing and intrinsic image decomposition. These two tasks dif-
fer in many aspects: (1) Scene parsing is a high-level cog-
nitive understanding task while intrinsic decomposition is
a low-level physical understanding task; (2) Scene parsing
outputs discrete probability vectors while intrinsic decom-
position outputs continuous reflectance/shading values; (3)
Scene parsing is annotated with single points while intrinsic
decomposition is annotated with two-point pairs. Interest-
ingly and surprisingly, our method achieves new state-of-
the-art results on both of them, as benchmarked by three
widely used datasets PASCALContext, ADE20K and IIW.

To summarize, the contributions of our work include:

• We propose a novel methodology for learning dense
prediction models from point-level weak supervision,
named DPF. DPF takes 2D coordinates as inputs and
allows outputs of an arbitrary resolution.

• We set new state-of-the-art performance on PASCAL-
Context and ADE20K datasets for scene parsing and
IIW dataset for intrinsic decomposition with point-
level weak supervision. Codes are publicly available.

• With systematic ablations, visualization and analysis,
we delve into the mechanism of DPF and reveal that
its superior performance is credited to locally smooth
embeddings and high-resolution guidance.

2. Related Work

2.1. Intrinsic image decomposition

Complete scene de-rendering [30,33] is a long-term goal
in visual intelligence, requiring many properties to be un-
derstood, like geometry [29,61], room layout [11,20,27,63],
lighting [21,55], and material [16,39,65]. Intrinsic decom-
position is the minimal formulation that decomposes a nat-
ural image into reflectance and shading. Since the problem
is severely ill-posed, conventional methods [9, 23, 51–53]
resort to optimization algorithms with hand-crafted priors.
Recently, many deep learning methods [3–5, 14, 15, 19, 28,
44,71] have been proposed to solve it. [37,38,62] explore to
address this problem in unsupervised manners. [43, 69] ap-
ply a CNN network to directly predict reflectance or shad-
ing. [45] develops a joint bilateral filtering method to lever-
age strong prior knowledge about reflectance constancy.
[18] adopts a guided, edge-preserving domain filter to gen-
erate realistic reflectance. [34] proposes a new end-to-end
training pipeline that learns better decomposition by lever-
aging a large-scale synthetic dataset CGIntrinsics. [33, 68]
introduce novel lighting representations to obtain a com-
plete scene reconstruction including reflectance, shape, and
lighting. IRISFormer [70] adopts a transformer architec-
ture to simultaneously estimate depths, normals, spatially-
varying albedo, roughness and lighting from a single im-
age. In this work, we focus on pointly-supervised intrin-
sic decomposition. Specifically, we benchmark on the IIW
dataset [7], which is annotated with sparse, pairwise com-
parison labels. Although many of the above works are also
evaluated on IIW, none of them are specifically designed
for point supervision. Instead, our DPF method is natu-
rally compatible with point supervision and achieves su-
perior performance compared with all prior works.

2.2. Scene parsing and weak supervision

The goal of scene parsing is to classify all pixels in the
image into corresponding categories. However, dense an-
notation for images, which costs a lot, is still critical to the
success of scene parsing. This fact gives rise to the research
of dense prediction with weak supervision. One line of
works focuses on the usage of pseudo labels. Although prior
methods of harvesting pseudo labels are designed in various
manners, they rely on proper thresholds [6, 47, 58, 59, 64].
Among all, uncertainty mixture [64] that has the capacity
of choosing the threshold automatically achieves strong re-
sults on the PASCALContext and ADE20K dataset. Re-
cently, transformer based models have made great progress
in scene parsing. The vision transformer (ViT) backbone
[17] significantly benefits dense prediction due to its charac-
teristics of maintaining a representation with constant spa-
tial resolution throughout all processing stages and having a
global receptive field at every stage. Our method is based on
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the ViT backbone, leveraging the self-attention mechanism
to better propagate supervision signals from sparse points
to all patch tokens.

2.3. Implicit neural representation

Implicit neural representation is a paradigm that maps
coordinates to signals in a specific domain with neural
networks. On account of the continuous and differen-
tiable deep implicit function, it can capture intricate de-
tails, bringing conspicuous performance in 3D reconstruc-
tion [22, 40, 46]. Recent researches also show the effective-
ness of the implicit representation on 2D tasks. The Lo-
cal Implicit Image Function [12] learns a continuous im-
age representation that can be queried in arbitrary resolu-
tion. The Joint Implicit Image Function (JIIF) [56] for-
mulates guided depth super-resolution as a neural implicit
image interpolation problem. SIREN [54] leverages peri-
odic activation functions for implicit neural representations,
which are ideally suited for representing complex natural
signals and their derivatives. The Implicit Feature Aliment
Function [26] implicitly aligns the feature maps at differ-
ent levels and is capable of producing segmentation maps
in arbitrary resolutions. Based on the fact that point queries
and point supervision are inherently compatible, we explore
the employment of neural implicit image interpolation with
point queries under weak supervision.

3. Method

3.1. Dense Prediction with Point Supervision

Given an input image, dense prediction is the task of pre-
dicting an entity of interest (a label or a real number) for
each pixel in the image. Previous works [48] [10] usually
use pixel-wise annotations as the supervision to train dense
prediction models. However, it is time-consuming to anno-
tate in a pixel-wise manner. Sometimes it’s even impossi-
ble to annotate the pixel with a certain value, for example,
annotating an in-the-wild image with specific reflectance.
Therefore, in this work, we focus on dense prediction with
point supervision and propose a novel neural network to re-
solve it. Specifically, we introduce a dense prediction field
(DPF) that predicts a corresponding value for each contin-
uous 2D point on the imaging plane. Moreover, inspired
by the recent success of implicit representations [46] [32],
we use an implicit neural function to implement the DPFs.
Mathematically, given a coordinate query x in the image,

DPF(x) = vx, vx ∈ Rc, (1)

where c is the dimension of predicted entity. Due to its con-
tinuous nature, DPF is spatially consistent thus can achieve
superior performance under sparse point supervision.

To verify the effectiveness of the proposed dense pre-
diction field, we benchmark it on two different types of
pointly-supervised datasets: (1) datasets with sparsely la-
beled semantic category information like PASCALContext
and ADE20K, and (2) datasets labeled with sparse pairwise
comparisons like IIW. Both PASCALContext and ADE20K
are designed for semantic parsing. While IIW is aimed at
decomposing natural images into intrinsic reflectance and
shading. These two types of datasets involve different pre-
diction targets and different losses. Experiments show that
we achieve SOTA performance on all three datasets which
demonstrates the generalizability of our method.

3.2. Network Architecture

As depicted in Fig. 2, our network is composed of three
components: a dense prediction backbone hλ, a guidance
encoder gη , and an implicit dense prediction field fθ. The
overall formulation of DPF is:

vx = fθ(z, g, x), (2)

where z and g are the latent codes extracted from hλ and gη
respectively and x is the point query coordinate.

Dense prediction backbone. Previous works [56] typi-
cally formulate an image-based implicit field into:

vx = fθ(E(I), x) (3)

where E is an encoder network to extract low-level visual
features as latent code. However, considering the impor-
tance of high-level semantic information extracted by spe-
cially designed dense prediction networks, we propose a
novel paradigm that combines a dense prediction backbone
and an implicit field. Specifically, given an input image I,
we first feed the image into the dense prediction backbone:

V, z = hλ (I) , V = hλ1(z) (4)

hλ1 is the prediction head of hλ, V is the baseline dense
prediction value and z is the high-level features extracted
from the output of the intermediate layer of hλ, specifically
z is the output of the penultimate layer (before mapping the
number of feature channels to the dimensionality of predic-
tion targets). We impose a loss on V as auxiliary supervi-
sion, which provides constraints on the predicted value (v
in the later Eq. 6) of the implicit field while facilitating the
latent code z to acquire corresponding high-level informa-
tion. This design is ablated in Tab. 5.

The paradigm in Eq. 2 can be applied on top of any plug-
and-play dense prediction models. To verify this, we choose
a CNN-based network FastFCN [60] and a ViT-based net-
work DPT [48] as the backbones.

Guidance encoder. Guided image filtering [25] is an
effective edge-preserving smoothing operator based on a
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Figure 2. Overall architecture. Our model consists of three components: a dense prediction backbone to extract high-level features and
make baseline predictions, a guidance encoder to encode guidance features, and an implicit dense prediction field to make predictions at
point coordinate queries. The upper figures are for intrinsic decomposition while the lower figures are for scene parsing.

guidance image. Following previous works [18], we also in-
troduce an extra guidance image G. We believe the content
of the guidance image can benefit the learning of interpo-
lation parameters (described in Sec 3.3) and make the DPF
outputs better aligned with the high-resolution guidance im-
age. We directly use the input image of different resolutions
as the guidance image instead of introducing a task-specific
guidance map (e.g., the edge guidance in [15, 18]) that re-
quires domain-specific pre-processing.

We use an EDSR [36] network as the guidance encoder,
and extract features from the guidance image:

g = gη (G) (5)

g also serves as a latent code, but it contains low-level
local features which are complementary to z. The EDSR
model consists of 16 residual blocks without upsampling
layers, and we use the output of the last block as g. Both the
two latent codes provide important information to support
the learning of DPFs. Their effects and differences will be
shown in Fig. 7. In the following section, we will describe
our implicit dense prediction field in detail.

3.3. Implicit Dense Prediction Field

Given the coordinate x of a point on the image plane,
we are aiming to query its value vx in the dense prediction
field. Notably, x can be a random coordinate value sampled
from a continuous space, so we can’t directly extract the
corresponding value from a discrete dense prediction map.
A straightforward way to get vx is to interpolate the dense

prediction values of neighbor pixels, as illustrated in Fig.
2 (Implicit Interpolation). Specifically, the corresponding
dense prediction value vx is defined as:

vx =
∑
i∈Nx

wx,ivx,i,
∑
i∈Nx

wx,i = 1 (6)

where Nx is the set of neighbor pixels of x, vx,i is
the dense prediction value of pixel i, wx,i is the interpo-
lation weight between x and i. For the scene parsing tasks
with multiple semantic categories, the values are vectors of
length c, where c is the number of categories. For the re-
flectance prediction, the values are scalars. In practice, all
the coordinates are normalized into (−1, 1) with the image
center as the origin. This normalization step allows us to
conveniently combine latent codes of different resolutions
(g and z specifically).

Inspired by deep implicit function methods [12, 46, 56],
we use a deep neural network to get the interpolation
weights and dense prediction values. Given the input im-
age feature z and the guidance feature g, we leverage an
MLP to learn the interpolation weights and values between
coordinate x and its neighbor pixel i:

ŵx,i, vx,i = MLP(zi, gi, γ(∆x)) (7)

where zi, gi is the corresponding latent code of pixel i that
is extracted from z and g. ∆x = xi − x is a relative coordi-
nate, and xi is the coordinate of i. This relative coordinate
indicates the spatial affinity between query point x and its
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neighbor pixel i. Furthermore, we also apply a positional
encoding γ(·) following [41] to leverage higher frequency
spatial signals:

γ(x) = (sin(20πx), cos(20πx), ..., sin(2lπx), cos(2lπx))
(8)

In practice, we set l = 9. After Eq. 7, the interpolation
weights are normalized through a softmax layer:

wx,i =
exp(ŵx,i)∑

j∈Nx
exp(ŵx,j)

(9)

By integrating the interpolation (Eq. 6) and the calculation
of weights and values (Eq. 7, 9), the formulation of our
implicit dense prediction field can be represented as:

vx = fθ(z, g, x) (10)

where θ is the network parameters.

3.4. Training Loss

To get the prediction of DPFs, we use the coordinate of
every pixel in the guide image as queries, and generate a
prediction map of the same resolution of the guide image.
For the scene parsing task, the number of channels of the
prediction map is c, where c is the number of semantic cate-
gories. As for intrinsic decomposition, the number of chan-
nels is 1. We supervise both the predictions of the dense
prediction backbone and DPF using the same kind of loss
functions. Specifically, we use a c-way cross-entropy loss
for scene parsing datasets.

For the pairwise comparison dataset IIW, there are no ab-
solute ground truth labels available. Instead, given the k-th
pair of comparison points {k1, k2}, the relative reflectance
annotation Jk is classified into three labels:

Jk =


1 if k1 is darker than k2,

2 if k1 is lighter than k2,

E if reflectance of k1 and k2 are equal.
(11)

We denote the predicted reflectance of point k1 and k2 as
Rk1

and Rk2
, respectively. We use a standard SVM hinge

loss to supervise the pairwise comparison data:

Lk =


max(0,

Rk1

Rk2
− 1

1+δ+ϵ ) if Jk = 1,

max(0, 1 + δ + ϵ− Rk1

Rk2
) if Jk = 2,

max(0,

{
1

1+δ−ϵ −
Rk1

Rk2
,

Rk1

Rk2
− (1 + δ − ϵ)

) if Jk = E.

(12)

ϵ and δ are hyper-parameters, and we set ϵ = 0.08 and δ =
0.12 during training.

The total loss for all comparison pairs is defined as:

Lpairs =
∑
k∈P

sk · Lk (13)

where P is the index set of all comparison pairs, and sk
is the confidence score of each annotation provided by the
dataset.

4. Experiment
4.1. Datasets and Evaluation Protocols

Intrinsic decomposition. We report results on the IIW
dataset [7]. The IIW dataset contains 5,230 indoor scene
images, and 872,151 relative reflectance comparison pairs
in total. Following the setting of [18], we sort the IIW
dataset by image ID, and put the first of every five images
into the test set, and the rest into the training set. We employ
weighted human disagreement rate (WHDR) as the evalua-
tion metric. The classification of predicted reflectance com-
parison pairs can be calculated as:

Ĵk =


1 if Rk2

Rk1
>1 + δ,

2 if Rk1

Rk2
>1 + δ,

E otherwise.

(14)

where δ is the threshold to filter out negligible relative dif-
ference, which we set as 0.1 in the evaluation. The WHDR
is the error rate of Ĵk when compared with Jk.

Scene parsing. We benchmark DPFs on two scene pars-
ing datasets: PASCALContext [42] and ADE20K [67]. For
PASCALContext, 4998 samples are used for training and
5105 samples are used for testing. For ADE20K, 20210 im-
ages are used for training and 2000 images are used for test-
ing. PASCALContext has 60 different semantic labels, and
ADE20K has 150 different semantic labels. For fair com-
parison, we use the same point annotations as [64] uses. We
choose the mean intersection over union (mIoU) score as
the evaluation metric for both datasets.

4.2. Comparisons with SOTA methods

Intrinsic decomposition. We provide the quantitative
results of DPF (ViT based) on IIW in Tab. 1. Our model
outperforms the previous state-of-the-arts. Specifically, we
achieve a 0.1% boost over IRISformer [70], which in-
troduces the OpenRooms (OR) dataset [35] during train-
ing. Notably, many methods in Tab.1 introduce synthetic
datasets with full intrinsics ground truth, while our method
is only trained on the pointly-annotated IIW dataset. Com-
pared with the previous SOTA [18] trained only on IIW, our
method promotes WHDR by 2.6%, suggesting the effec-
tiveness of our formulation using pairwise point compari-
son data. Fig. 3 presents qualitative comparisons on three
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Input Nestmeyer et al. Fan et al. Ours

Input Ground Truth Zhao et al. Ours

Input Ground Truth Zhao et al. Ours

Figure 3. Qualitative comparisons on the PASCALContext (first
row), ADE20K (second row) and IIW (last row), respectively.

Method Training set WHDR (%) ↓
Sengupta et al. [50] CGP+IIW 16.8
Li and Snavely [34] CGI+IIW* 16.2

Li et al. [33] CGM+IIW 15.9
Zhu et al. [70] OR+IIW 12.0

Bell et al. [7] IIW 20.6
Nestmeyer et al. [45] IIW 17.7

Bi et al. [8] IIW 17.7
Fan et al. [18] IIW 14.5

Ours IIW 11.9 (+2.6)

Table 1. Quantitative results on IIW. Lower WHDR is better. IIW*
indicates augmented IIW comparisons. CGI [34], CGM [33], CGP
[50], OR [35] are all intrinsic decomposition datasets with dense
labels.

datasets, demonstrating the superior performance of DPFs
compared with prior works.

Scene parsing. Tab. 2,3 provide the performance of
ViT-based DPFs on PASCALContext and ADE20K respec-
tively. For PASCALContext, the mIoU is significantly pro-
moted from 36.1% to 45.3%. For ADE20K, the mIoU ut-
performs the previous SOTA by 5.0%. This shows that
our model also performs well under the supervision of sin-
gle sparse labels. On the one hand, this is credited to the
attention-based backbone (DPT) we use, which has already
shown strong performance in the field of dense prediction
tasks due to its global receptive field; on the other hand, our
proposed DPF refines the dense prediction results with an
implicit neural representation, naturally enabling smoother
results under point supervision.

4.3. Effectiveness of DPF on different backbones

To further prove the effectivness of DPF, we train the
CNN baseline (FastFCN), ViT baseline (DPT), and DPF
with different backbones on all three datasets, and the re-
sults are shown in Tab. 4. On all datasets, DPFs outperform
the baselines significantly. Specifically, for ViT-based DPF,

Method mIoU (%) ↑
Qian et al. [47] w/o Online Ext 29.70
Qian et al. [47] w/ Online Ext 30.00
Zhao et al. [64] w/o rGMM 33.54
Zhao et al. [64] w/ rGMM 36.07

Ours 45.31 (+9.2)

Table 2. Quantitative results on PASCALContext.

Method mIoU (%) ↑
Qian et al. [47] w/o Online Ext 19.00
Qian et al. [47] w/ Online Ext 19.60
Zhao et al. [64] w/o rGMM 26.33
Zhao et al. [64] w/ rGMM 28.79

Ours 33.84 (+5.0)

Table 3. Quantitative results on ADE20K.

Input Baseline Pred. DPF Pred.

Figure 4. Qualitative prediction results on IIW.

the mIoU is increased by 4.9% on PASCALContext, perfor-
mance on ADE20K increases by 3.4%, and WHDR of IIW
is decreased by 2.1%, which indicate that DPF conclusively
improves pointly-supervised dense prediction. This is cred-
ited to the representation of the latent codes, which com-
bines high-level image features, low-level guidance fea-
tures, and spatial information from relative query coordi-
nates. Meanwhile, the implicit interpolation weights the
values of neighbor pixels adaptively, making the dense pre-
diction results more consistent. In addition, using a trans-
former backbone leads to larger performance improvement
than the CNN backbone due to the self-attention mecha-
nism, as it can naturally help the propagation of sparse su-
pervision with global patch interaction.
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Input Ground Truth Baseline Pred. DPF Pred.

Figure 5. Qualitative prediction results on Pascal. Different colors
represent different semantic categories.

Input Ground Truth Baseline Pred. DPF Pred

Figure 6. Qualitative prediction results on ADE20K.

Weight visualization. Fig. 8 provides the visualization
of the learned interpolation weights. The query pixel is in
red, and the four corner pixels’ color indicates the learned
interpolation weights. Higher weights are in bluer color,
while lower weights are greener. It shows that DPF can suc-
cessfully learn the interpolation weights depending on the
location of the query point. When the query point shares the
same reflectance or semantic label with its neighbor pixel,
the weights will be higher. Conversely, the weights will be
lower. We note that this kind of interpretable weight are
learned through sparse annotation. This makes the DPF’s
prediction smoother and more accurate, while respecting
the edges in input images.

PascalContext

ADE20k

IIW

Input Latent code z Latent code g

IIW

PascalContext

ADE20k

Figure 7. Visualization of t-SNE of latent codes.

Scene parsingIntrinsic decomposition

Figure 8. Visualization of the learned interpolation weights.

Qualitative results. We provide visualization results on
three datasets in Fig. 4, 5 and 6, respectively. Fig. 5,
6 provides the results on scene parsing. Compared with
the baseline prediction, DPF produces more accurate re-
sults. Specifically, as shown in the figures, there are a lot of
noise patches in the baseline predictions, and these patches
are misclassified, making the visualization results look very
cluttered. Different from baseline, there are fewer misclas-
sified patches in the DPF predictions. Besides, the predic-
tions on the edge of objects are smoother for DPF, like the
edge of the road sign on the 5th row in Fig. 5. Meanwhile,
the segmentation of objects is also more precise. Take the
airplane on the 4th row (Fig.5) for an example, the shape of
the airplane in DPF predictions is more reasonable, while
the baseline result is relatively blurry. Fig. 4 presents quali-
tative results on IIW. As shown in the image, the prediction
of DPF is smoother compared with the baseline prediction.
For the purple quilt in the third row of Fig. 4, DPF can dis-
tinguish reflections and wrinkles, and decompose the quilt
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Datasets PASCAL ADE20K IIW

CNN baseline 37.3 26.0 17.9
DPF (CNN) 38.7 (+1.4) 27.2 (+1.2) 17.2 (+0.7)

ViT Baseline 40.4 30.4 14.0
DPF (ViT) 45.3 (+4.9) 33.8 (+3.4) 11.9 (+2.1)

Table 4. DPF Quantitative results using different backbones.

Datasets w/o auxiliary w/o guide All

PASCAL 40.0 (-5.3) 44.5 (-0.8) 45.3
ADE20K 28.3 (-5.5) 32.9 (-0.9) 33.8

IIW 25.2 (-13.3) 12.5 (-0.6) 11.9

Table 5. Quantitative results on the effect of auxiliary supervision
and guidance image.

into the same reflectance, while baseline prediction is not
as flattened as ours. These results illustrate the capability of
DPF on intrinsic decomposition.

4.4. Experiments on Network Architecture

Auxiliary supervision. Tab. 5 investigates the effects
of auxiliary supervision on the dense prediction backbone.
Removing auxiliary supervision leads to large performance
drops on all three datasets. This fact demonstrates that the
losses of dense prediction backbone serve as critical super-
vision roles during the training process. It further verifies
that the supervision of V also constrains the predicted val-
ues of the implicit field, helping DPFs learn reasonable pre-
diction results. In addition, auxiliary supervision on base-
line prediction also benefits latent code z to learn high-level
visual features.

Dataset Guide
Input 128 256 512

PASCAL

/ 13.7 27.2 40.4
128 31.1 - -
256 31.8 42.3 -
512 32.3 42.6 45.3

ADE20K

/ 8.9 21.5 30.4
128 15.9 - -
256 16.4 29.0 -
512 17.1 29.2 33.8

IIW

/ 22.2 17.9 14.0
128 21.4 - -
256 21.0 16.5 -
512 20.6 15.3 11.9

Table 6. Quantitative results with different input image resolutions
and guidance resolutions.

Effects of guidance image. We conduct experiments to
explore the effect of guidance images. Specifically, we train
DPF models without guidance encoder and guidance latent
code g on three datasets. The formulation of this simplified
DPF is represented as:

vx = fθ(z, x) (15)

and the results are shown in Tab. 5. It’s clear that DPFs
with guidance get superior performance. Specifically, for
PASCALContext, the mIoU of semantic segmentation is in-
creased by 1.2%, ADE20K performance increases by 1.3%,
and WHDR of IIW is decreased by 0.6%. This indicates
that guidance images can benefit the learning of interpola-
tion parameters. We believe this plays a similar role to the
guidance image in the guided image filter, helping the learn-
ing of interpolation parameters, which makes the dense pre-
diction results more consistent. Besides, CRFs like [2, 31]
are conventional techniques that work in the same spirit and
we provide a comparison in the supplementary.

Resolution of guidance image. We also conduct exper-
iments on the resolutions of guidance images, and the re-
sults are presented in Tab. 6. As shown in the table, the
results of the DPF with guidance always outperform the
baseline model. Specifically, while the mIoU of baseline
on Pascal dropped a lot with a 128×128 input image, the
DPF with 512×512 guidance image improves the perfor-
mance by 18.6%. Meanwhile, when the resolution of the
input image is the same, the larger the resolution of the
guidance image, the better the performance of the model,
which has been verified on all three datasets. This further
illustrates the importance of guidance, while providing an
appealing paradigm that trains low-resolution inputs with
high-resolution guidance images.

Visualization of latent code. Fig. 7 presents visual-
izations of latent codes on three datasets. We use t-SNE
to reduce the dimension of latent codes g and z to one and
visualize them, respectively. As illustrated in the figure, la-
tent code z encodes high-level features with semantic infor-
mation, while latent code g focuses on low-level features
with clear boundaries. Furthermore, latent code g preserves
the details of the original image, but is relatively smoother,
which benefits the learning of consistent DPFs.

5. Conclusion
In this paper, we propose dense prediction fields (DPFs),

a new paradigm that makes dense value predictions for point
coordinate queries. We use an implicit neural function to
model the DPFs, which are compatible with point-level su-
pervision. We verify the effectiveness of DPFs using two
different tasks: semantic parsing and intrinsic image de-
composition. We benchmark DPFs on three datasets in-
cluding PASCALContext, ADE20K and IIW, and achieve
state-of-the-art performance on all three datasets.
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[21] Marc-André Gardner, Yannick Hold-Geoffroy, Kalyan
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