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Abstract

Recent advance in 2D CNNs has revealed that large ker-
nels are important. However, when directly applying large
convolutional kernels in 3D CNNs, severe difficulties are
met, where those successful module designs in 2D become
surprisingly ineffective on 3D networks, including the pop-
ular depth-wise convolution. To address this vital chal-
lenge, we instead propose the spatial-wise partition con-
volution and its large-kernel module. As a result, it avoids
the optimization and efficiency issues of naive 3D large ker-
nels. Our large-kernel 3D CNN network, LargeKernel3D,
yields notable improvement in 3D tasks of semantic seg-
mentation and object detection. It achieves 73.9% mIoU
on the ScanNetv2 semantic segmentation and 72.8% NDS
nuScenes object detection benchmarks, ranking 1st on the
nuScenes LIDAR leaderboard. The performance further
boosts to 74.2% NDS with a simple multi-modal fusion.
In addition, LargeKernel3D can be scaled to 17×17×17
kernel size on Waymo 3D object detection. For the first
time, we show that large kernels are feasible and essential
for 3D visual tasks. Our code and models is available at
github.com/dvlab-research/LargeKernel3D.

1. Introduction
3D Sparse convolutional neural networks (CNNs) have

been widely used as feature extractors in 3D tasks, e.g., se-
mantic segmentation [9,24] and object detection [55,65,75].
The advantages of efficiency and convenient usage en-
sure its important role in various applications, such as
autonomous driving and robotics. However, 3D sparse
CNNs are recently challenged by transformer-based meth-
ods [45,46,79], mainly from the aspect of building effective
receptive fields. Both global and local [21,45] self-attention
mechanisms are able to capture context information from
a large spatial scope. 2D Vision Transformers (ViTs) also
emphasize their advantages in modeling long-range depen-
dencies [20, 42, 51]. In contrast, common 3D sparse CNNs
are limited in this regard. It is because the receptive fields
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of default 3D sparse CNN are constrained by small kernel
sizes and spatial disconnection of sparse features (due to the
property of submanifold sparse convolution [25]).

Literature about 2D CNNs [18, 43, 62] presents a series
of methods, combined with large kernels, to enlarge the re-
ceptive fields and model capacity. ConvNeXt [43] employs
7×7 depth-wise convolution as a strong design, combing
with other training techniques to challenge its Swin Trans-
former counterpart [42]. RepLKNet [18] pursues extremely
large kernel sizes of 31×31 to boost the performance of dif-
ferent tasks. To ensure the effectiveness of RepLKNet [18],
additional factors, including depth-wise convolution, are
also required. Other work [27] also emphasizes the im-
portance of depth-wise convolution. Due to differences be-
tween 3D and 2D tasks, these methods, however, are found
not a good solution for 3D sparse CNNs.

We first analyze the difficulties of 3D large-kernel CNN
design in two aspects. The first challenge is efficiency. It
is easy to understand that 3D convolution is with the cubic
kernel size and computation increases fast. For example,
the model size increases 10+ times when kernels change
from 3×3×3 to 7×7×7. The second difficulty exists in
the optimization procedure. 3D datasets may contain only
thousands of scenes, which cannot match 2D image bench-
marks [15, 40] in terms of scales. In addition, 3D point
clouds or voxels are sparse, instead of dense images. Thus,
it might be insufficient to optimize the proliferated parame-
ters of large kernels and leads to over-fitting.

In this paper, we propose spatial-wise partition convo-
lution as the 3D large-kernel design. It is a new family of
group convolution by sharing weights among spatially ad-
jacent locations, rather than depth-wise convolution [29] of
channel-level groups. As shown in Fig. 1, spatial-wise parti-
tion convolution remaps a large kernel (e.g., 7×7) as a small
one (e.g., 3×3) via grouping spatial neighbors, while the ab-
solutely large spatial size remains unchanged. With regard
to the efficiency issue, it occupies few model sizes to keep
parameters the same as those of small kernels. Moreover, it
takes less latency, compared with plain large kernel coun-
terparts. As for the optimization challenge, weight-sharing
among spatial dimensions gives parameters more chance to
update and overcome the over-fitting issue.
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Figure 1. Sparse convolutions with different kernels. Small-kernel sparse convolution gathers features in a local area. It is efficient
but discards sufficient information flow due to feature disconnection and the small scope. Large-kernel sparse convolution is capable of
capturing long-range information, at the price of a large number of parameters and computation. Our proposed spatial-wise partition
convolution uses large kernel sizes, and shares weights among local neighbors for efficiency. We show 2D features for the simplicity sake.

To increase the detail-capturing ability of large ker-
nels [18], we introduce position embeddings for spatial-
wise group convolution. It makes notable effects for large
kernel sizes. We name the proposed block as spatial-wise
large-kernel convolution (SW-LK Conv). We compare the
efficiency between plain 3D submanifold sparse convolu-
tion and ours, as shown in Tab. 1. Both parameters and
latency of the baseline increases dramatically, as its kernel
size becomes larger, while ours is far more efficient.

SW-LK Conv can readily replace plain convolution lay-
ers in existing 3D convolutional networks. We establish
large-kernel backbone networks LargeKernel3D on existing
3D semantic segmentation [9] and object detection [16, 75]
networks. It achieves notable improvement upon state-of-
the-art methods [9, 16, 75], with a small model complex-
ity overhead. Extensive experiments validate our effective-
ness on large-scale benchmarks, including ScanNetv2 [13],
nuScenes [4], and Waymo [57]. For object detection,
LargeKernel3D achieves 72.8% NDS on nuScenes, rank-
ing 1st on the nuScenes LIDAR leaderboard. Without bells
and whistles, it further improves to 74.2% NDS in a simple
voxel-wise multi-modal fusion manner. More importantly,
it is scalable to 17×17×17 kernel sizes on the large-scale
Waymo 3D object detection.

We visualize the Effective Receptive Fields (ERFs) of
plain 3D CNNs and our LargeKernel3D in Fig. 2. It shows
that deep small-kernel networks are also constrained by lim-
ited ERFs, since sparse features are spatially disconnected.
Note that our large-kernel networks elegantly resolve this
issue. For the first time, we show that large-kernel CNN
designs become effective on essential 3D visual tasks.

2. Related Work

Convolutional Large-kernel Networks Large-kernel set-
ting has been commonly used in 2D convolutional net-

works [18, 43, 68]. ConvNeXt [43] combines various train-
ing techniques and large kernel sizes, to compete with Swin
Transformer [42]. RepLKNet [18] is a specific work that
focuses on large-kernel designs. It reveals that the large
kernel sizes are more beneficial to tasks of object detec-
tion and semantic segmentation than image classification.
GCNs [47] also show improvement from large-kernel de-
signs on semantic segmentation. There are methods approx-
imating large kernel sizes using implicit techniques, includ-
ing Fourier domain transformation [52], and continuous
functions [53]. Other methods change kernel shapes to en-
large receptive fields using dilated convolutions [5, 76], de-
formable convolutions [14,81] and active convolutions [31].
These schemes sparsify kernels, and is hard to capture the
original sparse features in 3D deep learning.

3D Feature Extractors A key challenge in 3D tasks [32,38]
is to learn effective representation from the sparse and non-
uniformed 3D geometric data, e.g., point clouds. In gen-
eral, there are two kinds of 3D feature extractors. The first
is to learn on point cloud directly, using a series of Point-
Net networks [48, 49]. The sampling and grouping opera-
tions in PointNet++ [49] are also time-consuming. Follow-
ups [46, 79] use grid-sampling or scene-partition to save
computation in each forward and combine results from mul-
tiple runs. The second is to process point clouds with vox-
elization and apply 3D sparse CNNs. Due to its efficiency
advantages, this stream of methods has been widely used in
various 3D tasks, such as 3D segmentation [9–11, 33] and
backbone networks in 3D object detectors [16, 26, 55, 64].

The spatial group convolution (SGC) [78] is relevant to
the proposed spatial-wise partition convolution. SGC is
originally designed for the task of 3D scene completion.
They both conduct the partition operation spatially. The dif-
ference is also essential and clear. Our method partition ker-
nel weighs while SGC splits input features into groups. In
terms of targets, SGC focuses more on efficiency improve-
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Table 1. Efficiency comparison between plain 3D sparse convolution and our SW-LK Conv. The baseline is a submanifold sparse convo-
lutional layer with input and output channels 16. The input data is a sparse tensor with 80,000 voxels randomly scattered and batch size 1.
We test all latencies on a single 2080Ti GPU by an average of 10 times running, after a warm-up start of additional 10 times.

Kernel Size 3×3×3 5×5×5 7×7×7 9×9×9 11×11×11 13×13×13 15×15×15 17×17×17

Plain Params 6.9 K 32.0 K 87.8 K 186.6 K 340.7 K 562.4 K 864.0 K 1.3 M
Latency 2.5 ms 4.2 ms 8.9 ms 17.5 ms 31.1 ms 55.1 ms 81.1 ms 106.3 ms

Ours Params - 8.9 K 12.4 K 18.6 K 28.2 K 42.1 K 60.9 K 85.5 K
Latency - 3.4 ms 3.9 ms 4.8 ms 6.2 ms 8.4 ms 11.4 ms 15.8 ms

ment by changing feature sparsity in each spatial group,
while our method is to facilitate large kernels in 3D tasks.
Further analysis and comparisons are given in experiments.

Vision Transformer Vision transformers that conduct at-
tention computation in local areas or windows share a sim-
ilar spirit with large-kernel models [18]. Swin Transform-
ers [42] capture features in shifted windows with sizes from
7 to 12. Its variants [19, 41] show that larger window sizes
are beneficial to performance. Focal Transformer [71] cap-
tures fine-grained local attention with adaptive patch sizes.
SST [21] and Stratified Transformer [34] apply window-
based self-attention on 3D detection and segmentation.

Position Encoding Since the self-attention in transform-
ers is permutation-equivalent, position encoding is well-
designed for imbuing the network with the position infor-
mation. It can be grouped into two streams of absolute and
relative position encoding. For the first group, positions are
encoded in a precise manner. Specifically, encoding [63]
is generated with the sinusoidal functions of different fre-
quencies. They are then added to the input. In contrast,
relative position encoding [54] takes the relative relation-
ship into consideration. It can naturally handle longer se-
quences and is more scalable. Most work [3, 50, 66, 73]
computes the relative distance between tokens and applies
implicit encoding using learnable transformations. Besides,
the literature [12] shows that convolution with padding can
provide effective relative position information for relative
position encoding. In addition to transformers, the recent
work [72] also shows that position embedding is beneficial
to the CNNs with fourier transformation.

Considering that our spatial-wise partition convolution
divides the kernel into different portions in pursuit of higher
efficiency. The position information may be blurred due to
weight sharing in each portion. We thus use relative posi-
tion encoding as a bias to supplement the lost position in-
formation. More details are provided in Sec. 4.

3. Revisiting 3D Sparse CNNs

Preliminary 3D sparse CNNs consist of 3D sparse convo-
lutions, which are typically regular and submanifold sparse

convolutions [25]. We formulate 3D sparse convolutions
in Eq. (1). Given a set of sparse input features {xp∈P }
with a number of cin channels, the position of each fea-
ture p ∈ P sparsely distributes in 3D space. We pro-
cess these features by a convolution with kernel weights
w ∈ R|K|×cin×cout . For example, in the 3D coordinate
space, w contains cin × cout spatial kernels with size 3 and
|K| = 27. The convolution process at the output position p̄
is represented as

yp̄ =
∑
k∈K

wk · xp̄+k, (1)

where k is an 3D offset distance from p̄. p̄+k is the location
around center p̄. It enumerates all discrete locations in the
kernel space K where sparse features xp̄+k exist.

Convolution Types Regular sparse convolutions enlarge
their output positions by dilating each input position p ∈ P
to the kernel shape K. It dramatically decreases feature
density and increases the computational burden. Thus, reg-
ular sparse convolutions with stride 2 are only employed at
the first layer in each stage for down-sampling. Submani-
fold sparse convolutions, in contrast, fix their output posi-
tions p̄ identical to input positions p ∈ P , which preserves
the computation cost at low levels. Please refer to the origi-
nal paper [25] for more details.

Due to the efficiency advantage, submanifold sparse con-
volutions dominate most layers of 3D CNNs, except for the
down-sampling layers. However, limited by the small local
scope, it misses sufficient information flow for the spatially
disconnected features. Increasing kernel sizes becomes a
potential solution to relieve this issue.

Obstacles in 3D Large Kernels Efficiency is the first is-
sue in 3D large-kernel CNNs. When we increase kernel
sizes, the amount of parameters and computational burden
grows much faster than those of 2D CNNs. For instance, the
parameter amount in one 3D convolutional layer increases
from 27 · Cin·out to 343 · cin · cout, given its kernel size
changing from 3 to 7. It is thus clear that naively enlarging
3D kernels is unreasonable.

Optimization difficulty is the second obstacle. The boom-
ing parameters requires sufficient data for learning. How-
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Figure 2. Effective Receptive Fields (ERF) of plain 3D CNN, plain 3D CNN - 2×, and our LargeKernel3D for 3D object detection. The
plain 3D CNN backbone has insufficient ERF size, which hardly covers a nearby car. Plain 3D CNN - 2× is a deeper version with its
layers doubled in each stage. More layers help little in ERF, as the disconnection between sparse features. Our LargeKernel3D obtains
large ERF at both the object centers (left) and edges (right), capturing context information. More illustrations are provided in the appendix.
The figure is best viewed in color and by zoom-in.

ever, 3D datasets are commonly not in that large scale as 2D
benchmarks. For example, ImageNet [15] contains millions
of images, while 3D datasets commonly contain only no
more than one thousand scenes. The over-fitting issue grad-
ually deteriorates the performance when increasing kernel
sizes from 3×3×3 to 7×7×7 in MinkowskiNet-34 [9].

Previous 2D knowledge is not helpful in 3D large-kernel
CNNs. Recent 2D methods [18, 43] show some helpful
components in large-kernel CNNs, including depth-wise
convolutions [29], layer normalization [1], GELU [28] ac-
tivation. We examine these popular components and find
that they are either ineffective or even harmful in 3D CNNs.
To demonstrate this finding, we use MinkowskiNet-34 [9]
to benchmark and train on the 3D semantic segmentation
dataset of ScanNetv2 [13]. We change the original acti-
vation function from ReLU to GELU, batch normalization
to layer normalization, and plain convolution to depth-wise
operation, respectively. Directly using these components
makes the final system yield performance drop on both
small and large kernel networks. It requires us to seek other
ways to construct 3D large-kernel CNNs.

4. 3D Large-kernel Convolutional Network
4.1. Spatial-wise Partition Convolution

A standard convolution kernel can be viewed as a 3D
matrix, which consists of input channels Cin, output chan-
nels Cout, and the spatial kernel dimension |K|. Taking
kernel size as k, the volume of spatial kernel dimension
|K| = k×k for 2D convolutions and k×k×k for 3D convo-
lutions. Depth-wise convolutions share weights along chan-
nel dimensions, where group numbers equal to input chan-
nels. Point-wise convolutions fix kernel size as 1, which is
common as a conjunction layer to depth-wise convolutions
to adjust output channels.

Different from 2D methods, which rely on depth-
wise convolutions for performance boosting [27, 43] and
accuracy-FLOPs trade-offs [18], we empirically find that

Figure 3. Illustration on spatial-wise partition convolution. In the
plain large-kernel convolution, due to the sparsity of input fea-
tures, only a small proportion of weights are involved and updated
in each training step. The spatial-wise partition convolution re-
lieves this issue by sharing weights among spatial neighbors. It
increases the chance for weights to be optimized. During infer-
ence, we reformulate the spatial-wise partition convolutions into
small ones, with feature assignment in a large scope.

depth-wise convolutions are not beneficial to 3D tasks, no
matter whether point-wise convolutions are included.

We instead propose spatial-wise partition convolution for
3D large-kernel CNNs. It shares weights among spatial
dimension K on convolutional kernels, instead of among
channel dimension. It is also different from SGC [78],
which partitions spatial groups on input features. Specially,
in Eq. (1), wk shares the same values in a local area k ∈ K.
We thus group the original large-kernel convolution from
7×7 into 3×3, by sharing weights among spatial neighbors.
Spatial-wise partition convolution is specially designed for
3D tasks and has the following advantages in terms of effi-
ciency and performance.

Regarding efficiency, when naively enlarging the kernel
size from 3×3×3 to 7×7×7 on MinkowskiNet-34 [9], both
model size and latency have a sharp increase by multiple
times. In contrast, our spatial-wise partition convolution
avoids increasing parameters and introduces limited latency
overhead. The advantage of our method over plain large
kernels attributes to the specific implementation of sparse
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Figure 4. Structure of spatial-wise large-kernel convolution (SW-LK Conv). It consists of a large-kernel spatial-wise partition convolution
and a learnable position embedding. The position embedding is used to make up the detail-capturing ability of large kernels.

convolution. For a spatial-wise partition convolution, we
directly use the small-kernel layer during inference, and en-
large its feature-assign areas to the large-kernel scope. As
shown in Fig. 3, thanks to the weight-sharing operation, it
much saves the multiplication, e.g., from 343 to 27 times.
We implement this operation upon the open-sourced spconv
library and omit the details here. Tab. 4 shows that our
implementation on spatial-wise partition convolution is far
more efficient than the plain large-kernel baseline. The op-
timization difficulty of large-kernel CNNs is relieved with
the help of spatial-wise partition convolutions, which con-
strains model sizes to a limited number. It avoids requiring
a large amount of data for training and the over-fitting issue.

4.2. Kernel-wise Position Encoding

Considering that the spatial-wise partition convolution is
designed in a sharing weights manner against the spatial
sparsity. Although this design is efficient, there is still an
issue: voxels within an area share the same weight, which
results in local details blurred. This phenomenon is further
amplified with an increase of kernel sizes. To address this
problem, we propose the kernel-wise position embedding.
We illustrate this design in Fig. 4.

Particularly, we initialize position weights e ∈ RK×cin ,
which corresponds to the convolution kernel. During the
convolution process, we let the input features query the po-
sition weights of the equivalent position and add them to-
gether. This process modifies Eq. (1) to

yp̄ =
∑
k∈K

wk · (xp̄+k + ek) . (2)

This simple design essentially adds bias with relative po-
sition information to the input features. There is almost
no extra calculation and additional parameters. It is a de-
cent solution to the position insensitivity problem caused
by sharing weights, especially for the extremely large ker-
nels, e.g., 17×17×17. For more experimental results and
details, please refer to the Sec. 5.

4.3. Large-kernel Architecture

Following the above designs and observations, we now
describe the architectures of our large-kernel 3D CNNs. We
readily replace the plain 3D submanifold sparse convolu-
tion [25] layers with our SW-LK Conv in existing 3D back-
bones for semantic segmentation and object detection.

3D Semantic Segmentation The architectures of
LargeKernel3D for 3D semantic segmentation resem-
ble MinkowskiNet [9], including 1 stem layer and 8 stages.
The stem layer is a 5×5×5 submanifold convolution. The
first 4 stages account for down-sampling and the last 4
stages are for up-sampling. As for the U-Net structure,
the first 4 features are concatenated into the up-sampling
stages. We replace the original layers in MinkowskiNet-
34 [9] by SW-LK Convs, where spatial-wise 7×7×7
convolutions is grouped into 3×3×3 splits. By default,
other hyper-parameters, including channels and block
numbers, follow MinkowskiNet-34 [9].

3D Object Detection The typical backbone networks in 3D
object detectors [16, 55, 75] consist of 1 stem layer and
4 stages. A 3×3×3 submanifold convolution [25] layer
serves as the stem. In each stage, except for the first
one, there is a sparse convolutional layer with stride 2 for
down-sampling. We substitute other plain blocks with SW-
LK Convs. For models on nuScenes dataset, we find that
7×7×7 kernel sizes are enough. They both use the 3×3×3
spatial-wise groups. For models on Waymo dataset, kernel
sizes are scalable to 17×17×17. We remain the last stage of
backbone network as the original, because receptive fields
have already been sufficiently enlarged in the front stages.
We keep these hyper-parameters unchanged by the default
settings in baseline detectors [16, 75]. We include these de-
tailed numbers in appendix.

5. Experiments
5.1. Experimental Setting

3D Semantic Segmentation ScanNetv2 [13] is a large-
scale benchmark in 3D semantic segmentation. It con-
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Table 2. Ablations on various techniques and kernel sizes on
MinkowskiNet-34 and ScanNetv2. LN denotes the layer normal-
ization. DW Conv denotes the depth-wise convolution.

Kernel Baseline +GELU +LN +DW Conv +PW Ours
3×3×3 71.7 70.2 66.8 70.6 70.7 -
7×7×7 68.6 68.4 65.0 68.7 68.7 73.5

Table 3. Ablations on group convolution on ScanNetv2.

Kernel Baseline Group 2 4 8 16 DW Ours
3x3x3 71.7 71.5 71.2 70.7 70.6 70.6 -
7x7x7 68.6 68.8 69.2 68.8 68.7 68.7 73.5

Table 4. Comparisons with relevant convolutional schemes on
ScanNetv2. Baseline is a MinkowskiNet-34 network. All mod-
els listed are trained in the same training hyper-parameters.

Method Params FLOPs Latency mIoU
Baseline 37.9 M 182.8 G 108 ms 71.7
+ Kernel 5×5×5 170.3M 537.5 G 212 ms 70.7
+ Kernel 7×7×7 465.0M 1089.5 G 487 ms 68.6
Dilate conv 37.9M 100.1 G 98 ms 64.6
Pooling + Dilate 37.9M 183.2 G 115 ms nan
Spatial group [78] 37.9M 127.2 G 96 ms 70.0
Deformable conv 42.5M 250.1 G 238 ms 72.0
LargeKernel3D-T 38.4M 171.4 G 111 ms 72.8
LargeKernel3D 40.2M 240.0 G 145 ms 73.5

Table 5. Results on other backbone networks andScanNetv2.

Model Baseline +Ours ∆
MinkowskiNet-14 [9] 67.0 69.7 +2.7
MinkowskiNet-18 [9] 69.5 71.5 +2.0
SparseConvNet [24] 69.3 71.2 +1.9

tains 1,201 indoor RGB-D scenes for training, 312 scenes
for validation, and 100 scenes for testing. Semantic labels
in 20 categories are annotated. We train our models with
the default settings in MinkowskiNet [9], including train-
ing hyper-parameters and data augmentations. We eval-
uate models in the mean Intersection over Union (mIoU)
metric. Detailed experimental settings, including network
structures and training details, are listed in the appendix.

3D Object Detection nuScenes, and Waymo are all popular
3D object detection benchmarks. nuScenes is a large dataset
and contains 1,000 driving sequences in total. Among them,
there are 700 scenes split for training, 150 scenes for vali-
dation, and 150 scenes for testing. It contains LIDAR, cam-
era, and radar sources with a complete 360o environment.
We evaluate our methods on both LIDAR-only and LIDAR-

Table 6. Effects of the spatial-wise partition manners on SW-LK
Conv and ScanNetv2. Center group means the size of central area.
Shifting is to translate the center position by 1 in all 3 dimensions.

Center group 1×1×1 1×1×1 3×3×3 5×5×5
Shifting ✗ ✓ ✗ ✗

mIoU 73.5 66.8 70.6 68.2

Table 7. Improvement over various kernel sizes on LargeKernel3D
upon CenterPoint, training on 1/5 Waymo training set and evalu-
ate on the validation set. ∆ means the improvement from the ker-
nel 3 baseline. L1 and L2 means LEVEL 1 and LEVEL 2 mAP.

Kernel
Vehicle Pedestrian Cyclist

L1 L2 L1 L2 L1 L2
Baseline 70.9 62.9 71.5 63.5 69.1 66.5
7×7×7 71.9 63.8 71.7 63.7 70.4 67.8

11×11×11 72.2 64.2 71.8 63.9 70.2 68.3
15×15×15 72.7 64.6 73.8 65.8 70.8 68.2
17×17×17 73.2 65.1 74.1 66.0 71.0 68.1

∆ 2.3↑ 2.2↑ 2.6↑ 2.5↑ 1.9↑ 1.6↑

Table 8. Effects of position embedding (PE) in the mAP of vehicle
detection on Waymo validation set.

Kernel PE Latency LEVEL 1 LEVEL 2
3×3×3 - 109 ms 70.9 62.9

7×7×7 ✗ 120 ms 71.6 63.4
✓ 122 ms 71.9 63.8

17×17×17 ✗ 158 ms 71.5 63.3
✓ 164 ms 73.2 65.1

RGB fusion settings. The main evaluation metrics are mAP
and nuScenes detection score (NDS). Waymo [57] dataset
also contains 1,000 sequences in total, with 798 for train-
ing and 202 for validation. For Waymo dataset, we use 1/5
training data for the ablation study and full training set for
main results. Results in Waymo are evaluated on difficulty
LEVEL 1 and LEVEL 2 objects. In experiments, we val-
idate our networks on state-of-the-art detection framework
of CenterPoint [75] on nuScenes [4] and Waymo [57].

5.2. Ablation Studies

Usefulness of 2D CNN Techniques We first validate
the techniques that have proven effective on 2D CNNs,
including layer normalization [1], depth-wise convolu-
tion [29, 43], and GeLU [28]. We conduct experiments on
MinkowskiNet-34 [9] on the ScanNet [13] semantic seg-
mentation dataset, as shown in Tab. 2. Kernel 7×7×7
means modifying kernel sizes in all stages to 7. All these
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Table 9. Comparison with other methods on nuScenes test split. ‡ means flipping and rotation testing-time augmentations.

Method NDS mAP Car Truck Bus Trailer C.V. Ped Mot Byc T.C. Bar
PointPillars [35] 45.3 30.5 68.4 23.0 28.2 23.4 4.1 59.7 27.4 1.1 30.8 38.9
3DSSD [74] 56.4 42.6 81.2 47.2 61.4 30.5 12.6 70.2 36.0 8.6 31.1 47.9
CBGS [80] 63.3 52.8 81.1 48.5 54.9 42.9 10.5 80.1 51.5 22.3 70.9 65.7
CenterPoint [75] 65.5 58.0 84.6 51.0 60.2 53.2 17.5 83.4 53.7 28.7 76.7 70.9
HotSpotNet [7] 66.0 59.3 83.1 50.9 56.4 53.3 23.0 81.3 63.5 36.6 73.0 71.6
CVCNET [6] 66.6 58.2 82.6 49.5 59.4 51.1 16.2 83.0 61.8 38.8 69.7 69.7
UVTR-L [37] 69.7 63.9 86.3 52.2 62.8 59.7 33.7 84.5 68.8 41.1 74.7 74.9
VISTA [17] 69.8 63.0 84.4 55.1 63.7 54.2 25.1 82.8 70.0 45.4 78.5 71.4
Focals Conv [8] 70.0 63.8 86.7 56.3 67.7 59.5 23.8 87.5 64.5 36.3 81.4 74.1
TransFusion-L [2] 70.2 65.5 86.2 56.7 66.3 58.8 28.2 86.1 68.3 44.2 82.0 78.2
LargeKernel3D 70.6 65.4 85.5 53.8 64.4 59.5 29.7 85.9 72.7 46.8 79.9 75.5
LargeKernel3D ‡ 72.8 68.7 86.7 58.5 67.7 62.7 31.9 88.5 77.1 54.9 82.3 76.6
LargeKernel3D-F‡ 74.2 71.2 87.7 60.1 69.3 66.0 34.3 89.4 81.3 60.2 86.7 77.4

techniques bring no obvious benefit to baseline networks. In
contrast, SW-LK Conv introduces clear improvement upon
these strong networks. We also show the effects of group
convolution with different group numbers in Tab. 3.

Comparisons with Relevant Schemes We compare both
performance and efficiency in Tab. 4 using various existing
schemes to enlarge receptive fields. Dilated Conv [5] con-
tains 3×3×3 kernel parameters. It dilates to 7×7×7 spatial
sizes. Pooling + Dilated Conv inserts a 3D average pooling
layer before the dilated convolutions to enlarge receptive
fields. Spatial group conv is implemented, following the
settings in the original paper [78]. We extend Deformable
Conv [14] to 3D offset prediction, following [61]. Laten-
cies are measured on an NVIDIA 2080ti GPU. It shows
that none of these related schemes present better perfor-
mance than the baseline. One reason for the low perfor-
mance of dilation and deformable convolutions is that they
tend to factorize the original dense kernels into sparse ones,
which cause more information loss when applied to sparse
3D features than their 2D counterparts. Our LargeKernel3D
achieves the best performance among these methods. In
addition, we also build a tiny version, LargeKernel3D-T,
which has half channel numbers in the last two stages. It
introduces almost no additional computation overhead to
baseline, but still has notable performance improvement.
Except for the MinkowskiNet-34, we also show our effects
on other backbone networks in Tab. 5.

Spatial-wise Group Partition Manner We ablate the ef-
fects of different spatial-wise group partition manners in
Tab. 6. We study the size of central groups and center shift-
ing. This ablation study is conducted on the LargeKernel3D
and the Scannetv2 dataset. We find that both large central

Table 10. Comparison on ScanNetv2 mIoU on 3D semantic seg-
mentation. † Sliding-window testing.

Method Latency val test
PointCNN [36] - - 45.8
PointNet++ [49] - 53.5 55.7
RandLA-Net [30] - - 64.5
PointConv [67] 80 ms 61.0 66.6
PointASNL [69] - 63.5 66.6
KPConv [61] - 69.2 68.6
FusionNet [77] - - 68.8
Point Transformer† [79] 1012 ms 70.6 -
Fast Point Transformer [46] 298 ms 72.1 -
SparseConvNet [24] - 69.3 72.5
Stratified Transformer† [34] 1624 ms 74.3 73.7
MinkowskiNet-34 108 ms 71.7
+ LargeKernel3D 145 73.5 73.9

sizes and center shifting hurt the performance. As the center
sizes enlarge from 1×1×1 to 5×5×5, the accuracy sharply
drops. Because submanifold sparse convolution [25] always
aligns each individual voxel feature at its kernel center, we
suppose that central features should maintain distinct and
clean. Therefore, we keep the center size as 1×1×1 with-
out shifting, as a default setting.

Further Enlarging Kernel Sizes We show that LargeKer-
nel3D is scalable to kernel sizes 17×17×17 on the outdoor
dataset Waymo [57] in Tab. 7 with baseline kernel 3×3×3.
Models in this ablation are trained on 1/5 training data and
evaluated on the full validation set. Results with full train-
ing data are compared in Tab. 11. It shows that the mAP on
all categories increases by around 2%. This setting demon-
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Table 11. Performance of vehicle detection on the Waymo val
split. All models listed take LIDAR-only input and single frames,
without any test-time augmentations or model ensemble.

Method
LEVEL 1

3D AP / APH
LEVEL 2

3D AP / APH
VoTr-SSD [45] 68.99 / 68.39 60.22 / 59.69
PointPillars [75] 72.08 / 71.53 63.55 / 63.06
SECOND [70] 72.27 / 71.69 63.85 / 63.33
RangeDet [23] 72.85 / 72.33 64.03 / 63.57
SST [22] 74.22 / 73.77 65.47 / 65.07
VoTr-TSD [45] 74.95 / 74.25 65.91 / 65.29
RSN [59] 75.1 / 74.6 66.0 / 65.5
Voxel RCNN [16] 75.59 / ——- 66.59 / ——-
LIDAR-RCNN [39] 76.0 / 75.5 68.3 / 67.9
SST [22] 76.22 / 75.79 68.04 / 67.64
Pyramid RCNN [44] 76.30 / 75.68 67.23 / 66.68
Part-A2-Net [56] 77.05 / 76.51 68.47 / 67.14
PV-RCNN [55] 77.51 / 76.89 68.98 / 68.41
SWFormer [58] 69.2 / 68.8 80.9 / 72.7
CenterPoint [75] 76.59 / 76.05 68.85 / 68.35
+ LargeKernel3D 78.07 / 77.61 69.81 / 69.38

strates that a large-scale dataset is a key to unlocking the
potential and capability of large kernel methods. In addi-
tion, we also try to extend the kernel size to 19 × 19 × 19,
but obtain no further gains.

Effects of Position Embedding In LargeKernel3D, posi-
tion embedding is introduced to relieve the feature-blurring
issue caused by weight-sharing. We ablate its effects in
Tab. 8, in terms of both latency and performance. Posi-
tion embedding introduces limited latency overhead on both
kernel 7×7×7 and 17×17×17 models. In terms of perfor-
mance, its effects on the 7×7×7 model are a bit marginal,
but essential on the 17×17×17 model, which has larger ker-
nel sizes and suffers from feature blurring.

Shrinking Kernels During Inference For the spatial-wise
partition convolution, we can shrink kernels into small ones
during inference. As shown in Tab. 4, the latency of
LargeKernel3D is 145ms on ScanNetv2. It degrades to
514ms with the same 73.5% mIoU, if we disable shrinking.

5.3. Main Results

3D Semantic Segmentation We make comparisons with
other 3D semantic segmentation methods on the ScanNetv2
dataset in Tab. 10. Our method surpasses others on test
split. MinkowskiNet [9] is already a state-of-the-art method
in ScanNetv2. Our SW-LK Conv further improves its per-
formance. Our method is also superior to transformer-based
methods [46,79]. Stratified Transformer [34] uses a sliding-

window testing technique† and splits integrated scenes into
overlapped parts. The method tests each part one by one and
then ensembles results together, taking hours on evaluation.
Moreover, our results are better on the test split.

3D Object Detection We compare our LargeKernel3D
upon CenterPoint [75] with previous methods on the test
split of the nuScenes [4] dataset in Tab. 9. LargeKernel3D
improves CenterPoint [75] to 70.6% and 72.8% NDS, with
and without test augmentation, both outperforming other
LIDAR methods. The multi-modal modal LargeKernel3D-
F further improves to 74.2% NDS and 71.2% mAP. The fu-
sion module directly follows a simple painting-based man-
ner [8]. Results on the val split is shown in the appendix.

We also show the effectiveness of LargeKernel3D model
on the vehicle detection of Waymo [57] validation set in
Tab. 11. The kernel size of LargeKernel3D is 17×17×17.
LargeKernel3D improves the vehicle performance of Cen-
terPoint [75] by around 1.5% LEVEL 1 AP / APH. Mod-
els listed take single-frame LIDAR data without any test-
time augmentations or ensemble. It also performs better
than other methods. We use CenterPoint [75] to keep con-
sistency to the nuScenes benchmark. Note that LargeKer-
nel3D has the potential to achieve further performance if
equipped with stronger detection heads [55].

6. Conclusion and Discussion

We have studied large-kernel designs for 3D convolu-
tional networks, which have essential differences from the
solutions in 2D CNNs. We present spatial-wise partition
convolution (SW Conv) that is specifically designed for 3D
large kernels. It effectively resolves the efficiency and op-
timization issues in plain 3D large-kernel CNNs. Based on
this design, we further propose the SW-LK Conv and the
corresponding LargeKernel3D for 3D semantic segmenta-
tion and object detection. Our 3D large-kernel networks
achieve decent improvement on both semantic segmenta-
tion and object detection tasks. For the first time, we show
that 3D large kernels can be realized efficiently and effec-
tively. We expect our findings to advance further develop-
ment of 3D networks. Additional experiments and limita-
tion analysis are provided in the appendix.

Limitations LargeKernel3D mainly relies on hand-
designed spatial kernel sizes in 3D semantic segmentation
and object detection benchmarks. These sizes might be sub-
optimal for other datasets or tasks, depending on the over-
all scene sizes and data sparsity. Other search-based tech-
niques [60] might be helpful, which we will try latter.
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