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Abstract

This paper proposes NeuralEditor that enables neural radiance fields (NeRFs) natively editable for general shape editing tasks. Despite their impressive results on novel-view synthesis, it remains a fundamental challenge for NeRFs to edit the shape of the scene. Our key insight is to exploit the explicit point cloud representation as the underlying structure to construct NeRFs, inspired by the intuitive interpretation of NeRF rendering as a process that projects or "plots" the associated 3D point cloud to a 2D image plane. To this end, NeuralEditor introduces a novel rendering scheme based on deterministic integration within K-D tree-guided density-adaptive voxels, which produces both high-quality rendering results and precise point clouds through optimization. NeuralEditor then performs shape editing via mapping associated points between point clouds. Extensive evaluation shows that NeuralEditor achieves state-of-the-art performance in both shape deformation and scene morphing tasks. Notably, NeuralEditor supports both zero-shot inference and further fine-tuning over the edited scene. Our code, benchmark, and demo video are available at immortalco.github.io/NeuralEditor.

1. Introduction

Perhaps the most memorable shot of the film Transformers, Optimus Prime is seamlessly transformed between a humanoid and a Peterbilt truck – such free-form editing of 3D objects and scenes is a fundamental task in 3D computer vision and computer graphics, directly impacting applications such as visual simulation, movie, and game industries. In these applications, often we are required to manipulate a scene or objects in the scene by editing or modifying its shape, color, light condition, etc., and generate visually-faithful rendering results on the edited scene efficiently. Among the various editing operations, shape editing has received continued attention but remains challenging, where the scene is deformed in a human-guided way, while all of its visual attributes (e.g., shape, color, brightness, and light condition) are supposed to be natural and consistent with the ambient environment.

State-of-the-art rendering models are based on implicit neural representations, as exemplified by neural radiance field (NeRF) [27] and its variants [3, 33, 37, 39, 48]. Despite their impressive novel-view synthesis results, most of the NeRF models substantially lack the ability for users to adjust, edit, or modify the shape of scene objects. On the other hand, shape editing operations can be natively applied to explicit 3D representations such as point clouds and meshes.

Inspired by this, we propose NeuralEditor – a general and flexible approach to editing neural radiance fields via manipulating point clouds (Fig. 1). Our key insight is to benefit from the best of both worlds: the superiority in rendering performance from implicit neural representation
combined with the ease of editing from explicit point cloud representation. NeuralEditor enables us to perform a wide spectrum of shape editing operations in a consistent way.

Such introduction of point clouds into NeRF for general shape editing is rooted in our interpretation of NeRF rendering as a process that projects or "plots" the associated 3D point cloud to a 2D image plane. Conceptually, with a dense enough point cloud where each point has an opacity and its color is defined as a function of viewing direction, directly plotting the point cloud would achieve similar visual effects (i.e., transparency and view-dependent colors) that are rendered by NeRF. This intrinsic integration between NeRF and point clouds underscores the advantage of our NeuralEditor over existing mesh-based NeRF editing methods such as NeRF-Editing [51], Deforming-NeRF [44], and CageNeRF [30], where the process of constructing and optimizing the mesh is separated from the NeRF modeling, making them time-consuming. More importantly, with the point cloud constructed for a scene, the shape editing can be natively defined as and easily solved by just moving each point into the new, edited position and re-plotting the point cloud. Therefore, our approach supports more general scene editing operations which are difficult to achieve via mesh-guided space deformation.

The key component in our NeuralEditor lies in a point cloud-guided NeRF model that natively supports general shape editing operations. While the recent method PointNeRF [43] has demonstrated improved novel-view synthesis capability based on point clouds, it is not supportive to shape editing. Our idea then is to exploit the underlying point cloud in ways of not only optimizing its structure and shape editing operations such as NeRF-Editing [51], Deforming-NeRF [44], and CageNeRF [30], where the process of constructing and optimizing the mesh is separated from the NeRF modeling, making them time-consuming. More importantly, with the point cloud constructed for a scene, the shape editing can be natively defined as and easily solved by just moving each point into the new, edited position and re-plotting the point cloud. Therefore, our approach supports more general scene editing operations which are difficult to achieve via mesh-guided space deformation.

The key component in our NeuralEditor lies in a point cloud-guided NeRF model that natively supports general shape editing operations. While the recent method PointNeRF [43] has demonstrated improved novel-view synthesis capability based on point clouds, it is not supportive to shape editing. Our idea then is to exploit the underlying point cloud in ways of not only optimizing its structure and features (e.g., adaptive voxels) for rendering, but also extracting additional useful attributes (e.g., normal vectors) to guide the editing process. To this end, we introduce K-D trees [4] to construct density-adaptive voxels for efficient and stable rendering, together with a novel deterministic integration strategy. Moreover, we model the color with the Phong reflection [31] to decompose the specular color and better represent the scene geometry.

With a much more precise point cloud attributed to these improvements, our NeuralEditor achieves high-fidelity rendering results on deformed scenes compared with prior work as shown in Fig. 1, even in a zero-shot inference manner without additional training. Through fast fine-tuning, the visual quality of the deformed scene is further enhanced, almost perfectly consistent with the surrounding light condition. In addition, under the guidance of a point cloud diffusion model [24], NeuralEditor can be naturally extended for smooth scene morphing across multiple scenes, which is difficult for existing NeRF editing work.

Our contributions are four-fold. (1) We introduce NeuralEditor, a flexible and versatile approach that makes neural radiance fields editable through manipulating point clouds. (2) We propose a point cloud-guided NeRF model based on K-D trees and deterministic integration, which produces precise point clouds and supports general scene editing. (3) Due to the lack of publicly available benchmarks for shape editing, we construct and release a reproducible benchmark that promotes future research on shape editing. (4) We investigate a wide range of shape editing tasks, covering both shape deformation (as studied in existing NeRF editing work) and challenging scene morphing (a novel task addressed here). NeuralEditor achieves state-of-the-art performance on all shape editing tasks in a unified framework, without extra information or supervision.

2. Related Work

Neural Scene Representation. Traditional methods model scenes with explicit [2, 11, 15, 20, 34, 38] or implicit [6, 19, 26, 28, 40] 3D geometric or shape representations. Initiated by NeRF [27], leveraging implicit neural networks to represent scenes and perform novel-view synthesis has become a fast-developing field in 3D vision [8, 9]. While most of the follow-up work focuses on improving aspects such as the rendering realism [3, 10, 21, 37], efficiency [33, 41, 48], and cross-scene generalization [5, 39, 43, 49], the scene editing capability is substantially missing in the NeRF family which we address in this paper. In addition, we exploit K-D tree-guided point clouds as the underlying structure, different from other NeRF variants based on octrees [21, 33, 48] or plain voxels [41].

Point-Based NeRFs. Recently, using point clouds to build a NeRF model has shown better encoding of scene shape and improved rendering performance, as represented by PointNeRF [43]. PointNeRF proposes a point initialization network to produce the initial point cloud together with the point features, which is further optimized by a pruning and growing strategy. While both PointNeRF and our NeuralEditor employ point clouds as the underlying structure, NeuralEditor better exploits useful information within the point clouds: PointNeRF only directly uses the locations of points; by contrast, NeuralEditor considers the point cloud more as a geometrical shape and extracts relevant information like normal vectors, which plays an important role in rendering and shape editing. Importantly, our approach is designed to support scene editing, in contrast to PointNeRF.

Scene Editing via NeRFs. Different types of scene editing have been studied under NeRFs. EditNeRF [22], ObjectNeRF [45], and DistillNeRF [18] perform simple shape and color editing for objects specified with human-input scribble, pixel, segment, language, etc. Ne-Physics [32] edits a dynamic scene via physics parameters. CCNeRF [35] proposes an explicit NeRF representation with tensor rank decomposition to support scene composition. INSPI-Net [42] considers filter editing like denoising. Such work cannot address 3D shape editing and only sup-
ports simple editing operations, like object selection, similarity transformation, or limited shape deformation.

3D Shape Editing. Traditional representation methods support keypoint-based shape editing [13, 14, 16, 25, 36, 47, 52] with meshes [29, 50], which cannot be directly applied to implicit representations used by NeRF. Existing NeRF editing work primarily studies a particular shape editing task, mesh deformation, and addresses it in a common paradigm [30, 44, 51]: A mesh of the scene is first constructed by either exporting it from a trained NeRF with the Marching Cubes algorithm [23], or optimizing close-to-surface cages along with training. After the user deforms the mesh, the deformed scene is rendered by deforming the space and bending the viewing rays in the original scene with the trained NeRF. Doing so requires extra efforts to convert implicit scene representation to explicit mesh, which might not be precise enough, and only supports continuous shape editing that can be converted to space deformation. On the contrary, our NeuralEditor directly maintains and utilizes alternative explicit scene representation – the point cloud which is intrinsically integrated with NeRF, making NeuralEditor require no extra efforts and support more general shape editing tasks like scene morphing. NeuralEditor supports both zero-shot inference and further fine-tuning over the edited scene, while prior work cannot.

3. NeuralEditor: Point Cloud-Guided NeRF

We propose a novel point cloud-guided NeRF model, NeuralEditor – it not only achieves realistic rendering results in the novel-view synthesis task, but also produces a point cloud that precisely describes the shape of the scene, thus facilitating general shape editing tasks. As illustrated in Fig. 2, we leverage the K-D trees [4] to construct density-adaptive voxels (which also naturally enable us to skip empty spaces), and introduce deterministic spline integration for rendering. We use the Phong reflection to model the color along with the normal vectors obtained from the underlying point cloud. With our enhanced point cloud optimization, NeuralEditor obtains much more precise underlying point clouds, compared with noisy and imprecise outputs of state-of-the-art PointNeRF [43] (as shown in Sec. 5).

3.1. K-D Tree-Guided Voxels

To render with points, we construct multi-scale density-adaptive voxels based on K-D trees [4], namely, K-D voxels. K-D trees are a data structure constructed on K-dimensional points, where $K = 3$ for 3D points. As a special decision tree, K-D tree’s each node divides the point set into two equal-sized parts with axis-parallel criterion.

For each K-D tree’s node, we compute its bounding box by taking the minimum and maximum $x$, $y$, $z$ coordinates in its subtree and with proper padding margins. As we divide the points in a top-down manner in one of the $x$, $y$, $z$ directions, in each layer of the K-D tree, different nodes’ bounding boxes are mutually exclusive. Therefore, the bounding boxes can be regarded as voxels. As boxes in the upper layers contain more points (larger voxels), while those in the lower layers contain fewer points (smaller voxels), we naively obtain a multi-scale voxel construction from one K-D tree. As shown in Fig. 2, voxels from the large to small scales represent the shape of the scene from coarse to fine.

3.2. Rendering Over K-D Voxels

We now introduce a rendering scheme that exploits K-D voxels to perform all the sub-procedures associated with rendering in a unified way. This scheme enables us to render more naturally, efficiently, and even deterministically, meanwhile it also simplifies some widely-adopted design choices in conventional NeRF rendering.

Skipping Empty Spaces. In NeRF rendering, we are supposed to focus only on the surface of scene objects. As shown in Fig. 2, all our K-D voxels are produced to stick to the surface of objects, which the point cloud is constructed to describe. Such a property allows us to avoid explicitly “skipping” empty spaces, which often requires extra consideration in most NeRF models – only considering the space inside a voxel automatically focuses on the surface; as the depth of the voxel’s node goes deeper, it becomes closer to the surface. Moreover, during the construction of the K-D tree, the points at each node are divided within its sub-nodes, and the node’s voxel fully covers all its sub-nodes. This further provides us with a native top-down recursive procedure to locate the voxels intersected with the querying ray: We start from the root node, and recurse on the sub-nodes until we (1) reach a pre-set node depth (or equivalently, a pre-set voxel size) and then query within the associated voxel, or (2) stop recursion on non-intersected nodes.

Density-Adaptive Rendering. An important design in NeRFs is the coarse-to-fine strategy for density-adaptive rendering, so that more points are sampled in high-volume density areas. Our K-D voxels natively support such a design without additional bells and whistles. This is because
voxels in the same K-D tree layer contain the same number of points. As the point density can be regarded as an approximation of volume density, all such voxels have the same density. Therefore, we directly use K-D voxels to guide the density-adaptive rendering. Specifically, we conduct the rendering process at the voxels of some bottom layers in the K-D tree. For each querying ray, we use the aforementioned recursive procedure to locate the minimal intersected voxels that are deep enough. Here “minimal” means that the ray intersects with the node’s voxel, but does not intersect with any sub-node’s voxel. These intersected voxels divide the querying ray into several segments (Fig. 3). The segments covered by a voxel are close to the surface and used for rendering, while those not covered are in empty spaces.

**Deterministic Spline Integration.** DivE [41] shows that deterministic integration outperforms stochastic integration in NeRF rendering. So we perform a deterministic integration to obtain the segment’s feature within each voxel. Since we do not necessarily have points at the voxel’s vertices, the trilinear interpolation used in DivE is not feasible here. Instead, we use spline integration. For the i-th intersected voxel in the ray passing order, we uniformly select points in this segment, and integrate their features to obtain the average feature \( f_i \) of the segment of the i-th voxel:

\[
f_i = \frac{1}{r_i - l_i} \int_{l_i}^{r_i} \text{feature}(o + t \cdot d) \, dt,
\]

where \([l_i, r_i]\) is the intersection interval, and \(o\) and \(d\) are the source and direction of the querying ray, respectively. This average feature \( f_i \) can be interpreted as the feature of a representative point \( p_i \) located somewhere in the segment.

**KNN-Based Feature Aggregation.** For each uniformly selected point \( q \) in the segment during spline integration, we obtain its feature via weighted interpolation from the features of its \( K \) nearest neighbors (KNN) in the point cloud:

\[
\text{feature}(q) = \sum_{p_j \in \text{KNN}(q;K)} k_j e_j,
\]

\[
\{k_j\} = \text{SoftMax}_{p_j \in \text{KNN}(q;K)} \left( \log \gamma_j - \log \|q - p_j\|_2^2 \right),
\]

where for each point \( p_j \) in the point cloud, we parameterize its confidence \( \gamma_j \) and point feature \( e_j \) as in PointNeRF.

To start training, we need a coarse initial point cloud. Consistent with PointNeRF, we.

**3.3. Point Cloud Optimization**

**Point Cloud Initialization.** To start training, we need a coarse initial point cloud. Consistent with PointNeRF, we...
use a point generation network, which consists of a multi-view stereo (MVS) model [12] based on a 3D convolutional neural network (CNN), to generate the points’ coordinates and confidence values, and another 2D CNN [46] to generate their initial features. This network was pre-trained on the DTU training dataset [1], and can generalize to other datasets and scenes. As shown in Fig. 4, the initial point cloud generated by such a network is coarse and noisy.

**Explicit Optimization via Pruning and Growing.** We perform a similar pruning and growing procedure as in PointNeRF, to prune outliers with low confidence γj and fill holes in the point clouds. We make several important modifications over PointNeRF, and integrate this procedure with our deterministic integration (details in the supplementary).

**Implicit Optimization with Normal Vectors.** In addition to the explicit optimization, the point cloud is also optimized implicitly during training through the adjustment of point confidence γj. When computing the average normal vector for rendering, we aggregate normal vectors of nearby points weighted with their distance and confidence, where the confidence of noisy or inaccurate points with potentially abnormal normal vectors is adjusted accordingly. Moreover, we apply the normal vector regularization losses from RefNeRF [37] to supervise the points’ confidence w.r.t. their normal vectors. These strategies collectively provide implicit but more tailored ways to optimize the point clouds. With both explicit and implicit optimization, NeuralEditor obtains very precise point clouds (Fig. 4).

### 4. Shape Editing with NeuralEditor

**Formulation of General Shape Editing Tasks.** We define the shape editing tasks based on indexed point clouds. To this end, we first re-define an indexed point cloud P as a mapping from a point index j to the corresponding point p_j,

\[ P : j \rightarrow p_j, \text{ where } p_j \in \mathbb{R}^3, j = 1, \cdots, |P|. \]  

A shape editing task is defined as another indexed point cloud Q(P),

\[ Q(P) : j \rightarrow q_j, \text{ where } q_j \in \mathbb{R}^3 \cup \{\emptyset\}, j = 1, \cdots, |P|, \]  

describing a shape editing task whether the j-th point moves from p_j to q_j or is deleted in the deformation if q_j = \emptyset. With this definition, Q(P) can be an arbitrary point cloud with points properly matched to points in P by same indices, regardless of connectivity or continuity.

Our formulation represents a broad range of shape editing tasks. The mesh editing tasks in NeRF-Editing [51], Deforming-NeRF [44], and CageNeRF [30] can be more simply and clearly defined here. For example, in NeRF-Editing, a mesh is exported from a general NeRF model, deformed manually, and converted to an “offset” or a continuous space deformation. We can depict a task without

![Figure 5. Infinitesimal surface transformation (IST). (a) As the view-dependent colors are modeled as absolute viewing directions, they (solid arrows at the right) are different from the correct colors (dashed arrows at the right) after deformation. We solve this by (b) constructing a local coordinate system near the j-th point and (c) modeling IST from the edited scene to the original scene with the coordinate systems, so as to (d) redirect the viewing direction to the original scene when rendering the edited scene. “offsets,” by recording only the final location for each point without extra information. Notably, our formulation even models those whose deformation is not continuous in the space, e.g., cutting a scene into two parts, and thus cannot be covered and solved by NeRF-Editing, Deforming-NeRF, or CageNeRF, as shown in the supplementary.

**Editing Shape by Moving Points.** We design our shape editing scheme with NeuralEditor. This is achieved by interpreting NeRF rendering as “plotting” the sampled points over the viewing ray. If we render the scene by naively plotting the point cloud P, the shape editing task can be addressed by replacing each point’s coordinate from p_j to q_j. For NeuralEditor, we similarly replace the underlying point cloud from P to Q(P), while maintaining the confidence values and features. This method is general and can also be applied to any point-based NeRF model like PointNeRF.

**Correcting View-Dependence with Infinitesimal Surface Transformation (IST).** The editing method above can already obtain reasonable results. However, as illustrated in Fig. 5, the modeled view-dependent colors record the absolute viewing direction, making them incorrect after deformations that change their orientation.

To solve this issue, we model the infinitesimal surface transformation (IST) for each point to redirect the viewing ray in the correct direction. We construct a local coordinate system for each point to represent the orientation of the infinitesimal surface, using its normal vector and two point indices that are neighbors of the j-th point in both P and Q(P). By comparing these two coordinate systems, we can obtain an affine transformation IST_j for the j-th point to redirect the querying view direction (Fig. 5). This procedure is different from modeling space deformation [30, 44, 51], as we only need to model a simple affine transformation at each point, while those models model a complicated, continuous, and non-linear deformation in the whole space.

Our proposed method requires a precise point cloud with normal vector-based color modeling. It is thus incompatible with PointNeRF, as PointNeRF is unable to obtain a desired point cloud to estimate the surface normal vectors.
Fine-Tuning on Deformed Scene. Using the shape editing scheme introduced above, we can apply shape deformation on the scene modeled by our NeuralEditor without any modification to the model architecture or rendering scheme, which means that the resulting model is still a valid, fully functional NeuralEditor. Therefore, we can further fine-tune NeuralEditor on the deformed scene if the ground truth is available. We can even fine-tune the infinitesimal surface transformation with other parameters, to rapidly adjust towards better ambient consistency. This makes NeuralEditor desirable in practice, since in most applications, the final goal is not a zero-shot inference, but to fit the deformed scene well with reduced cost. By supporting fine-tuning, our NeuralEditor aligns well with and achieves this goal.

As another point-based NeRF model, PointNeRF supports fine-tuning but cannot leverage infinitesimal surface transformation fine-tuning to further optimize the performance. On the other hand, mesh-based NeRF editing models [30, 44, 51] do not support fine-tuning well: With deforming the space instead of the scene, these models’ rendering scheme has highly changed. In their rendering process, a ray may go through a long, irregular way to reach the scene’s surface. As the modeled space deformation might not be precise, it could be hard to tune the irregular space well, and even hurt other parts of the trained NeRF model. Such issues occur especially for some spaces with non-uniform density, since most of their model components (e.g., positional encodings, voxels) are not designed to deal with non-uniform spaces. Among all these methods, only our NeuralEditor has complete support for fine-tuning.

5. Experiment

Point Cloud Generation. The underlying point cloud is fundamental to all editing tasks. Fig. 6 first provides a qualitative comparison of point clouds generated by our NeuralEditor and PointNeRF [43] on NeRF Synthetic [27]. Ours are much more precise with sharper details, e.g., the mayonnaise on the Hotdog’s sausage, the uneven texture on the Chair’s cushion, the edge of the Mic’s stand, and the Lego brick’s studs. By contrast, PointNeRF’s point clouds are blurred and noisy, lose most of the details, and even contain obvious shape deflects on the Hotdog’s plate and Chair’s backrest. This shows that while the point cloud generation task is challenging, NeuralEditor generates a super-precise point cloud which is crucial for shape editing tasks.

Experimental Settings. We mainly conduct experiments based on scenes from the NeRF Synthetic (NS) dataset. NS is a widely-used NeRF benchmark constructed from Blender [7] scenes. Due to the lack of publicly available benchmarks for shape editing, we use Blender to construct a reproducible benchmark, including the ground truth of edited scenes for evaluation and fine-tuning. Our shape editing tasks cover all eight scenes in NS, while prior work [30, 44, 51] only picks a few scenes. The provided images for NS scenes are with opacity, and there is no requirement for the background color. We evaluate and visualize the results on a black background, for better contrast and clearer detail visualization. In the supplementary, we show the results on a white background with same conclusions.

Shape Editing Tasks. We evaluate our model on two types of shape editing tasks, as shown in Fig. 1:

(I) Shape (Mesh) Deformation Task. We consider the shape deformation task as in [30, 44, 51]: deform the shape of a scene in a human-guided way. To construct our deformation tasks from NS and obtain the ground truth, we apply the shape deformation simultaneously to the scene and our point cloud within the provided Blender file. We perform both zero-shot inference and fine-tuning, and compare our rendering results with the ground truth. As demonstrated in Figs. 7 and 8, our deformation tasks are much more precise and aggressive, compared with those in previous work [30, 44, 51]. In the supplementary, we also design a non-continuous deformation task and deformation tasks on the real-world dataset Tanks and Temples [17] (with zero-shot inference only, as there is no ground truth available).

(II) Scene Morphing Task. We address a more challenging shape editing task that has not been investigated in prior NeRF editing work: the scene morphing task. Given two scenes A and B, we should construct a path to gradually...
Table 1. NeuralEditor significantly and consistently outperforms PointNeRF and Naive Plotting on all deformed scenes of NeRF Synthetic in peak signal-to-noise ratio (PSNR), in both zero-shot inference and fine-tuning settings. Our infinitesimal surface transformation (IST) effectively improves the results by correcting the view-dependent colors. With the precise point cloud generated by NeuralEditor, even Naive Plotting consistently outperforms PointNeRF. Comparison results under other metrics are in the supplementary.

<table>
<thead>
<tr>
<th>Model</th>
<th>Chair</th>
<th>Hotdog</th>
<th>Lego</th>
<th>Drums</th>
<th>Ficus</th>
<th>Materials</th>
<th>Mic</th>
<th>Ship</th>
</tr>
</thead>
<tbody>
<tr>
<td>DeformingNeRF [44]</td>
<td>18.84</td>
<td>13.10</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Naive Plotting</td>
<td>24.91</td>
<td>27.01</td>
<td>25.64</td>
<td>21.29</td>
<td>26.22</td>
<td>21.65</td>
<td>27.63</td>
<td>22.29</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Model</th>
<th>Chair</th>
<th>Hotdog</th>
<th>Lego</th>
<th>Drums</th>
<th>Ficus</th>
<th>Materials</th>
<th>Mic</th>
<th>Ship</th>
</tr>
</thead>
<tbody>
<tr>
<td>NeuralEditor w/o IST</td>
<td>24.92</td>
<td>27.02</td>
<td>25.65</td>
<td>21.29</td>
<td>26.24</td>
<td>21.64</td>
<td>27.64</td>
<td>22.28</td>
</tr>
<tr>
<td>NeuralEditor (Ours)</td>
<td>25.85</td>
<td>27.49</td>
<td>27.46</td>
<td>21.84</td>
<td>27.19</td>
<td>23.18</td>
<td>27.75</td>
<td>24.16</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Model</th>
<th>Chair</th>
<th>Hotdog</th>
<th>Lego</th>
<th>Drums</th>
<th>Ficus</th>
<th>Materials</th>
<th>Mic</th>
<th>Ship</th>
</tr>
</thead>
<tbody>
<tr>
<td>DeformingNeRF [44]</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>PointNeRF [43]</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Naive Plotting</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>NeuralEditor w/o IST</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>NeuralEditor (Ours)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Figure 8. NeuralEditor produces superior rendering results to PointNeRF, with significantly fewer artifacts in zero-shot inference. Fine-tuning further improves the consistency of rendering with the ambient environment. We use a black background for better visualization.

change one scene to the other, and the intermediate scenes should have reasonable appearances. We are required to render all intermediate scenes. For this task, we use the point cloud diffusion model [24] to generate intermediate point clouds with latent space interpolation between A and B as in [24], and we introduce a K-D tree-based [4] matching algorithm to match the adjacent points to fix the indices of the intermediate scenes. To render an intermediate scene, we apply the shape transformation to the NeuralEditor models trained for scenes A and B, and then interpolate the rendering features to obtain the features of the intermediate scene for rendering.

NeuralEditor Variants. (1) Full NeuralEditor: Our complete model with all components. (2) NeuralEditor without infinitesimal surface transformation (IST): We remove the maintenance and optimization of infinitesimal surface transformation in scene editing. This key variant of NeuralEditor enables us to evaluate the importance of IST as well as other components of our model. The full ablation study of NeuralEditor is in the supplementary.

Baselines. We compare NeuralEditor against different types of baselines as follows. (1) Naive Plotting: We use the point cloud generated by NeuralEditor, computing each point’s opacity and view-dependent colors with their point features. We render the scene by directly plotting/projecting the point cloud to the camera plane. (2) PointNeRF [43]: For the shape deformation task, we apply the same deformation to the point clouds generated by PointNeRF. For the scene morphing task, we apply the matching algorithm to the point clouds generated by PointNeRF and the same intermediate point clouds generated by the point cloud diffusion model [24] for fairness. (3) DeformingNeRF [44]: DeformingNeRF is not compatible with the scene morphing task. For the shape deformation task, we perform the same deformation on vertices of given cages. Note that DeformingNeRF only released trained models for Lego and Chair, so we can only evaluate it on these two scenes. While other models [30,51] support NeRF-based shape deformation via cages or exported meshes, we were unable to use them as baselines – they did not provide executable code nor their deformed scenes for us to evaluate on their tasks.

Shape (Mesh) Deformation Results. The qualitative comparison is shown in Fig. 8. Both PointNeRF and Naive Plotting have many artifacts, like blur, wrong color, black or white shadows, noise, etc., whereas our powerful NeuralEditor produces clean and realistic rendering results. After fine-tuning, NeuralEditor shows a significant improvement with better rendering results than PointNeRF, indicating that NeuralEditor is able to achieve higher consistency with the surrounding ambient environment. Notably, in the Materials scene (the 6th scene from left), only our NeuralEditor generates reasonable reflection, while both baselines show blurry and visually messy results. Also in the Drums scene, the bottom face of the gong is not visible in any of the training views in the original scene, so all models render poor results in zero-shot inference. However, after only fast fine-tuning, NeuralEditor is able to precisely model the previously unknown surface and generate a sub-
Figure 9. Our NeuralEditor produces smooth morphing results between Chair, Hotdog, Lego, and Mic in the NeRF Synthetic dataset, while PointNeRF produces results with blurry textures, black shadows, and gloomy, non-smooth colors. The rendering results in the looped morphing process are arranged in the shape of the numerical digit “3,” indicated by the dividing lines and arrows.

stantially better result than PointNeRF, highlighting NeuralEditor’s strength in fast-fitting. All these results demonstrate that NeuralEditor can handle various visual effects and make them consistent in the deformed scene. We provide the figure with higher resolution in the supplementary.

The quantitative comparison is summarized in Table 1. We observe that: (1) Our NeuralEditor consistently outperforms all the baselines and variants for both zero-shot inference and fine-tuning settings. (2) With the precise point cloud generated by NeuralEditor, the Naive Plotting baseline even consistently outperforms PointNeRF. (3) Our ‘w/o IST’ variant has a comparable performance to Naive Plotting with the same point cloud and features in the zero-shot inference setting, but after fine-tuning its performance is significantly higher than Naive Plotting, validating the capability of NeuralEditor in NeRF modeling.

Notably, DeformingNeRF [44] performs poorly in our benchmark with significantly lower metric values. As shown in Fig. 7, the cages provided by DeformingNeRF are too coarse, and cannot even cover the whole scene. Therefore, DeformingNeRF cannot faithfully perform the precise deformation in our benchmark, leading to poor rendering results. On the contrary, both PointNeRF and our NeuralEditor at least faithfully perform the deformation, showing that point cloud is necessary for precise shape editing.

Scene Morphing Results. The morphing results between 4 NeRF Synthetic scenes are shown in Fig. 9. The morphing process starts from Chair, morphs to Hotdog, Lego, Mic, and at last turns back to Chair. NeuralEditor produces smooth rendering results on the point cloud diffusion-guided [24] intermediate scenes, mixing the textures of the two scenes in a reasonable way. In comparison, the rendering results produced by PointNeRF are unsatisfactory, with blurry textures, black shadows, and gloomy, non-smooth colors. These results show that our NeuralEditor can render challenging intermediate morphing scenes and achieve decent results with only the input of moved points.

6. Conclusion

This paper proposes NeuralEditor, a point cloud-guided NeRF model that supports general shape editing tasks by manipulating the underlying point clouds. Empirical evaluation shows NeuralEditor to produce rendering results of much higher quality than baselines in a zero-shot inference manner, further significantly improving after fast fine-tuning. NeuralEditor even supports smooth scene morphing between multiple scenes, which is difficult for prior work. We hope that our work can inspire more research on point cloud-guided NeRFs and 3D shape and scene editing tasks.
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