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Abstract

Person re-identification (ReID) with descriptive query
(text or sketch) provides an important supplement for gen-
eral image-image paradigms, which is usually studied in a
single cross-modality matching manner, e.g., text-to-image
or sketch-to-photo. However, without a camera-captured
photo query, it is uncertain whether the text or sketch is
available or not in practical scenarios. This motivates us
to study a new and challenging modality-agnostic person
re-identification problem. Towards this goal, we propose a
unified person re-identification (UNIReID) architecture that
can effectively adapt to cross-modality and multi-modality
tasks. Specifically, UNIReID incorporates a simple dual-
encoder with task-specific modality learning to mine and
fuse visual and textual modality information. To deal
with the imbalanced training problem of different tasks in
UNIReID, we propose a task-aware dynamic training strat-
egy in terms of task difficulty, adaptively adjusting the train-
ing focus. Besides, we construct three multi-modal ReID
datasets by collecting the corresponding sketches from pho-
tos to support this challenging study. The experimental
results on three multi-modal ReID datasets show that our
UNIReID greatly improves the retrieval accuracy and gen-
eralization ability on different tasks and unseen scenarios.

1. Introduction
Person re-identification [42] involves using computer vi-

sion techniques to identify pedestrians in video and still

images. Given a monitored pedestrian image/video or a

text description, ReID aims to retrieve all images/videos of

that pedestrian across devices. ReID is widely used in in-

telligent video surveillance, intelligent security, and other

fields. The existing ReID researches include single-modal
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Figure 1. Illustration of our idea. Existing ReID methods

[17, 24, 43] yield different paradigm models for different descrip-

tive queries. However, it is uncertain whether the text or sketch

is available or not in practical scenarios. Our unified ReID model

enables target pedestrian search under uncertain query inputs. The

green boxes match the query.

ReID [4, 13, 21, 47, 48] and cross-modal ReID [2, 17, 41].

The former is restricted to retrieval between RGB images,

whereas the latter allows retrieval of RGB images based on

different query modalities (e.g., IR, text, or sketch). Partic-

ularly, the appearance of a suspect may only be described

verbally in many criminal cases. Person re-identification

with descriptive query (text or sketch) is well suited for

these scenarios and has greater research value for grounded

applications of ReID models.

Most existing text-based or sketch-based person re-

identification methods rely on only one of the modalities as

a query set to achieve pedestrian retrieval. Although the text

modality is relatively easy to access, it fails to accurately de-

pict visual appearance details, i.e., coarse-grained represen-

tations [29]. As the saying goes, a picture is worth a thou-

sand words, and the sketch image of a pedestrian is closer

to the visual modality, showing specific information about
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the target pedestrian, such as structural information. Since

each task is trained independently, as shown in Fig 1(a), it

is impossible to generalize to unseen modalities. For ex-

ample, a ReID model trained on text-based datasets is basi-

cally invalid on sketch-based scenes, and vice versa. This

greatly limits the applicability of existing methods for prac-

tical model deployment.

Meanwhile, multi-modal fusion has been proven to be

an important technique to improve model accuracy in com-

puter vision, e.g., multi-modal face anti-spoofing [11],

multi-modal generation and understanding [18]. Recently,

Zhai et al. [43] first propose to implement multi-modal

ReID using both sketch and text modalities as the query.

Their experimental results indicate that the combination of

text and sketch modalities enhances the performance of the

ReID model. However, this method adopts independent

text and image pre-training parameters for multi-modal rep-

resentation learning, which has poor generalizability and

yields low accuracy. More importantly, it is often uncer-

tain whether text or sketch is available in a real scenario,

i.e., modality deficit problems often arise when a specific

modality is not available. Due to the independent training of

tasks, existing cross-modal or multi-modal ReID methods

are difficult to handle this problem. A smarter surveillance

system should be capable of handling various modalities of

information efficiently. Therefore, in this paper, we propose

the concept of modality-agnostic person re-identification to

handle the modality uncertainty issue.

Specifically, we design a unified person re-identification

architecture (UNIReID) in Fig 1(b), which is effective in

both cross-modal and multi-modal applications. The great-

est challenge in unifying learning across modalities is to

mine a shared semantic representation space. At first, we

propose a task-specific modality learning scheme to support

individual task learning. Essentially, this scheme considers

unified person re-identification as a set of retrieval tasks in-

volving Text-to-RGB, Sketch-to-RGB, and Text+Sketch-to-

RGB. Inspired by CLIP [25] which is a pre-trained model

for matching image and text modalities, UNIReID uses a

simple dual-encoder for visual modality and textual modal-

ity feature extraction and fusion. All visual modalities share

a single image encoder. For multi-modal ReID, we fuse

the sketch and text modalities into a single query by a sim-

ple feature-level summation. Task-specific metric learn-

ing explicitly minimizes the feature distances between var-

ious types of query samples and gallery samples to learn

modality-shared feature representations.

In addition, considering that tasks have varying difficul-

ties, unified ReID faces an additional challenge in balanc-

ing learning among tasks, which may result in the overfit-

ting of individual tasks. To handle this problem, we design

a task-aware dynamic training strategy that adaptively ad-

justs for training imbalances between tasks. The rationale

for dynamic training is to modulate the loss contribution of

different retrieval tasks according to the training difficulty

of tasks (i.e., prediction confidence). Our dynamic train-

ing strategy improves generalization capability by tending

to train difficult tasks. Finally, a cross-modality interaction

is designed to align sketch and text feature representations.

In view of the differences between sketch and text modal

features, we minimize the similarity distribution distances

between sketch-RGB and text-RGB pairs to align modal-

ity information for modality fusion. With the help of rich

multi-modal data, our model achieves mutual enhancement

of tasks and improves the robustness against diverse query

modality variations.

To facilitate the modality-agnostic ReID study, we

construct three multi-modal ReID datasets. Concretely,

based on the text-based ReID datasets, namely CUHK-

PEDES [17], ICFG-PEDES [7], and RSTPReid [50], we

collect the sketch modality for each identity. Consider-

ing that sketching by hand is time-consuming and labor-

intensive, we propose to generate the sketch modality for

each identity from the photo modality. The detailed collec-

tion information for the datasets can be found in Section 3.

The main contributions of this paper are listed below:

• We start the first attempt to investigate the modality-

agnostic person re-identification with the descriptive

query, which provides a flexible solution to deal with

query uncertainty in real-world scenarios.

• We introduce a novel unified person re-identification

(UNIReID) architecture based on a dual-encoder to

jointly integrate cross-modal and multi-modal task

learning. With task-specific modality learning and

task-aware dynamic training, UNIReID enhances gen-

eralization ability across tasks and domains.

• We contribute three multi-modal ReID datasets to

support unified ReID evaluation. Extensive experi-

ments on both multi-modal matching and generalized

cross-modality matching have verified the advantage

of UNIReID, achieving much higher accuracy than ex-

isting counterparts.

2. Related Work
2.1. Cross-modal Person Re-identification

Person re-identification (ReID) aims to retrieve all im-

ages of a target pedestrian across devices and emphasizes

learning discriminative pedestrian representations. Accord-

ing to the different modalities of pedestrian information rep-

resentation, person re-identification can be classified into

single-modal ReID [4,42] and cross-modal ReID [2,41,50].

Specifically, cross-modal ReID considers some special sce-

narios in which RGB images of pedestrians are not imme-

diately available and proposes using non-RGB modalities
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(such as infrared images [3,38,40,41], text [7,10,17,29,50],

and sketch [2,12,24,39]) to characterize pedestrian informa-

tion, enlarging the application scenario of ReID technology.

In many criminal cases, the staff usually searches the tar-

get pedestrian image directly based on the natural language

descriptions (text) of the witness, or indirectly by drawing

a sketch of the pedestrian based on the textual descriptions.

Li et al. [17] first propose to explore the problem of retriev-

ing the target pedestrians with natural language descriptions

for adaptation to real-world circumstances. Several meth-

ods [7,10] propose aligning the feature representation of im-

age and text modalities by using attention mechanisms. Re-

cently, Shao et al. [29] analyze the granularity differences

between the visual modality and textual modality and pro-

pose a granularity-unified representation learning method

for text-based ReID.

On the other hand, Pang et al. [24] first propose to use

professional sketches as queries to search for the target per-

son in the RGB gallery. They design cross-domain adver-

sarial learning methods to mine domain-invariant feature

representations. Chen et al. [2] present a novel asymmet-

rical disentanglement scheme that resolves the information

asymmetry issue between sketch and photo modalities and

enhances the performance of the model. In order to ex-

plore the complementarity between the sketch modality and

the text modality, Zhai et al. [43] introduce a multi-modal

ReID task that combines both sketch and text modalities as

queries for retrieval. However, existing methods for dif-

ferent descriptive queries are independent learning without

considering the query uncertainty, leading to poor general-

izability of models in real scenarios. Meanwhile, they fail

to explore the mutual enhancement between tasks and have

limited discriminatory power. In this paper, we propose

a unified person re-identification architecture for handling

cross-modal and multi-modal retrieval tasks together.

2.2. Vision-Language Models

Recently, natural language processing (NLP) and com-

puter vision have both benefited greatly from transformer

models. Many vision-language pre-training (VLP) re-

searches, such as image-text, apply the transformer as the

model architecture. The vision-language pre-training meth-

ods can be classified from a multi-modal fusion perspective

as single-stream methods and dual-stream methods. The

single-stream methods [5, 6, 16] use cascading text and im-

age results as input to the network. Conversely, the dual-

stream methods [9,20,25,31,44] transmit the visual and tex-

tual modalities into different networks, respectively. Lu et
al. [20] claim that vision and text modalities should require

different encoding depths, and design a dual-stream feature

extraction framework. Radford et al. [9] employ text in-

formation to supervise the visual task self-training, thereby

essentially changing the classification task into an image-

Figure 2. Illustration of the generated sketches. All images are

selected from Tri-CUHK-PEDES and Tri-ICFG-PEDES datasets.

text matching task and significantly enhancing model per-

formance. Encouraged by this method, to handle the multi-

modal data in a unified person re-identification framework,

we adopt a dual-encoder based on a transformer for feature

learning of visual and textual modalities.

3. Multi-modal Dataset Construction
Considering that there is no publicly available large-

scale multi-modal person re-identification dataset, we first

construct three multi-modal datasets, i.e., Tri-CUHK-

PEDES, Tri-ICFG-PEDES, and Tri-RSTPReid, to facili-

tate the community research. These three datasets are ex-

tensions of text-based datasets CUHK-PEDES [17], ICFG-

PEDES [7], and RSTPReid [50], respectively. Since the

process of collecting professional sketch images is time-

consuming and expensive, Zhai et al. [43] use an active

learning approach to generate text descriptions correspond-

ing to RGB images based on sketch ReID dataset [24].

However, this may raise two problems: 1) It is challenging

to generate accurate and comprehensive pedestrian descrip-

tions from images due to the complex process of converting

images into text. 2) Since the sketch person re-identification

dataset is small, it is easy to overfit the training set and result

in poor generalization.

Different from this, our proposal is to construct multi-

modal datasets by expanding the text datasets with the

sketch modality. Comparatively to the sketch dataset, the

text dataset typically contains a greater amount of pedes-

trian data, which is advantageous for generalizability stud-

ies. More importantly, it is significantly easier to generate a

sketch from a photograph than to create a text description,

and there are a number of mature tools and APIs available.
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The generated sketch includes a more comprehensive rep-

resentation of pedestrian information. Thus, we propose to

obtain the sketch modality information of the corresponding

pedestrians by the following two steps:

1) Background Erasing. With reference to the hand

sketch, we first erase the background of RGB images

through the Aliyun API1 to mitigate the impact of the back-

ground noise. This API returns the foreground pedestrian

image by identifying the human silhouette in the input im-

age and separating it from the background.

2) Sketch Synthesis. In recent years, there has been ex-

tensive research on sketch synthesis, one of the capabilities

humans hope machines will emulate. Based on our investi-

gations, we find that Meitu API2 is more suitable for pedes-

trian images of lower resolution. On the basis of the RGB

image generated by removing the background in step one,

we apply the Meitu API to generate hand-drawn sketch-

style sketches of the pedestrian. As shown in Fig 2, we

present some generated sketch examples. The statistics of

the proposed three datasets are shown in Table 1.

Table 1. Dataset statistics.

Datasets #ID #RGB #Text #Sketch

Tri-CUHK-PEDES 13003 40206 80440 40206

Tri-ICFG-PEDES 4102 54522 54522 54522

Tri-RSTPReid 4101 20505 41010 20505

4. Unified Person Re-identification
4.1. Overall Architecture

The key to achieving the unified person search with dif-

ferent descriptive queries is to build a shared feature extrac-

tor for multi-modal data. Given a descriptive query sam-

ple, it is desirable that the feature extractor could adaptively

learn the modality-invariant information for each modality

to retrieve the target pedestrians. Generally, pedestrian de-

scriptions that include RGB, sketch, or text can be cate-

gorized as either vision or language modality. Thus, the

unified person re-identification is primarily concerned with

modeling the relationships between and within both modal-

ities. In recent years, several vision-language pre-training

models [6, 9, 16, 25] have been proposed for learning the

semantic correspondence between image and text modali-

ties. Specifically, CLIP [25] model utilizes text as a super-

vised signal for learning text-image matching relationships,

resulting in a transferrable model. Based on this model, we

propose a dual-encoder transformer architecture for multi-

modality feature learning. As shown in Fig 3, all visual

modalities share the same encoder parameters.

For a visual input V (RGB Vr or Sketch Vs), it is first

partitioned into equal-sized patches, and then each patch

1https://vision.aliyun.com/
2https://ai.meitu.com/

is mapped to a vector with fixed dimensions, obtaining the

image sequence embedding V = {[IMG], v1, v2, ..., vm}.

After combining with the positional embedding, it is fed

into the vision transformer [8] to learn visual contextual fea-

ture representations. The V [IMG] represents the global

feature representation of an image. Similarly, for a tex-

tual description T , it is first encoded to a word sequence

T = {[SOS], t1, t2, ..., tn, [CLS]} using the Byte-Pair En-

coding method [27]. A text transformer encoder [33] is

adopted to mine textual contextual relations. The T [SOS]
and T [CLS] tokens are used to indicate the beginning and

end of the textual sequence feature, respectively. Finally,

the global semantic feature tokens Vr[IMG], Vs[IMG],
and T [CLS] are used as the modality representations for

cross-modality matching.

Moreover, benefiting from the unified image and text

pre-training parameters, we combine information from both

sketch and text modalities using a simple summation-fusion

strategy. There is a theoretical possibility that uniform

modal parameters could mitigate the effects of modal dif-

ferences during training. Due to the lengths of visual and

textual tokens being different, we apply the global tokens

for information fusion. Thus, the final fusion feature can

be defined as F [CLS] = Vs[IMG] + T [CLS]. Compared

with the descriptive semantic fusion method [43], our fu-

sion method demonstrates the advantages of a straightfor-

ward implementation and low computational complexity.

4.2. Task-specific Modality Learning

Towards unified cross-modal learning, it is essential

to mine the modality-invariant representations among the

three modalities. It is possible to reach this goal by train-

ing three types of retrieval tasks together (i.e., Sketch-

to-RGB, Text-to-RGB, and Text+Sketch-to-RGB). A few

cross-modal matching methods [2, 41, 43] generally align

the cross-modality representations under the guidance of

label information. Aware of the migration nature of the

model, some others [25, 45] employ a contrastive represen-

tation learning scheme to explore a cross-modal embedding

space. These methods create a large number of sample pairs

across modalities and maximize the cosine similarity be-

tween true sample pairs and minimize the cosine similarity

between incorrect sample pairs. This contrastive optimiza-

tion enables the feature encoder to preserve as much mutual

information as possible between the true pairs.

Based on this idea, we propose a task-specific modal-

ity learning scheme to independently optimize the distances

between different query samples and gallery samples. With

specific task learning, our unified model allows testing to

account for missing modalities. Specifically, given the

query modality feature q and gallery modality feature g,

we sample M pairs (query, gallery) in a batch. Due to the

modality variations, the contrastive training function in the
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Figure 3. The network architecture of the proposed UNIReID. All visual modalities share a single visual encoder. With task-specific

modality learning and task-aware dynamic training, UNIReID facilitates task mutuality and improves model generalization.

same form as the infoNCE loss [23] is asymmetrical and

consists of the average of two components

L(q→g)(i) = − log
exp (〈qi,gi〉 /τ)∑M

k=1 exp (〈qi,gk〉 /τ)
, (1)

L(g→q)(i) = − log
exp (〈gi,qi〉 /τ)∑M

k=1 exp (〈gi,qk〉 /τ)
, (2)

where (qi,gi) represents the i-th pair. 〈qi,gi〉 defines the

cosine similarity between query and gallery features. τ is

the temperature parameter. In our unified model, we con-

sider three types of retrieval tasks depending on the descrip-

tive query modality, i.e., Sketch-to-RGB (LS→R), Text-to-

RGB (LT→R), and Text+Sketch-to-RGB (LF→R). Finally,

the task-specific modality loss (Ls) can be formulated as

Ls = LS→R + LT→R + LF→R

=
1

M

M∑

i=1

1

2
L(Vs[IMG]→Vr [IMG])(i) +

1

2
L(Vr [IMG]→Vs[IMG])(i)

+
1

M

M∑

i=1

1

2
L(T [CLS]→Vr [IMG])(i) +

1

2
L(Vr [IMG]→T [CLS])(i)

+
1

M

M∑

i=1

1

2
L(F [CLS]→Vr [IMG])(i) +

1

2
L(Vr [IMG]→F [CLS])(i).

(3)

Although individual task mines the discriminative

modality-specific information, using equal task weighting

factors may not be an ideal solution for unified model learn-

ing. This issue is discussed in more detail below. Con-

sidering that the difference between each query modality

and the gallery modality is different, the difficulty of op-

timizing for different search tasks varies. It is possible to

train some tasks incompletely and overfit some tasks us-

ing equal loss weights. Meanwhile, some prior efforts on

multi-task learning [28, 32] combine multiple target tasks

by using a weighted linear sum of losses. However, a sig-

nificant amount of time and effort must be spent on tun-

ing the model since it is highly sensitive to the selection of

weight parameters. Therefore, it is desirable to learn more

robust multi-modal features by means of a more convenient

method. After that, we describe how to dynamically de-

termine the optimal multi-task weights by considering the

predicted confidence of different query modalities.

4.3. Task-aware Dynamic Training

The rationale of our unified ReID model is to learn the

discriminative feature representations of visual and textual

modalities. Through joint learning across multiple tasks, we

intend to achieve task mutuality, increasing the generaliza-

tion ability of the model in different modalities. However, it

is possible that a simple fusion approach with fixed weights

may not provide adequate training for some cross-modal re-

trieval tasks, leading to limited robustness.

To address this issue, we propose a task-aware dynamic

training method to balance multi-task training. Essentially,

the idea is that when one cross-modal retrieval task is able to

retrieve corresponding images or texts with high predicted

confidence, the other cross-modal retrieval task can increase

its contribution to the loss. In our unified ReID model,

the Sketch-to-RGB and Text-to-RGB retrieval tasks are two

fundamental tasks that directly guide the learning of robust

feature representations in both visual and textual modali-

ties. Thus, the task-aware dynamic training forces the per-

formance improvement of these two retrieval tasks, which

can then be utilized with the multi-modal retrieval. It is well

known that the Focal Loss [19] reduces the loss contribu-

tion of correctly classified samples by adding a modulation

factor to adjust for data imbalances. Specifically, the modu-

lation factor resulting from the predicted probability of the

sample indicates the degree of difficulty of sample classifi-

cation. Following this idea, we modulate the loss contribu-
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tions according to the prediction confidence of tasks.

Considering that the cosine similarity after a softmax

function between the query and gallery samples in eq.1 de-

termines the prediction confidence of a true match. With

the task-specific modality loss, we could obtain the predic-

tion confidences for the Sketch-to-RGB and Text-to-RGB

retrieval tasks, as follows

pSR(i) = exp(−LS→R(i)), (4)

pTR(i) = exp(−LT→R(i)). (5)

In the case of a task that provides high prediction con-

fidence, this enhances the loss of contribution of the other

task. Referring to [11], we calculate the modulation factors

by taking the harmonic mean of both two tasks and multi-

plying it by the predicted confidence of the other task. And

the modulation factor formulation can be defined by

wSR(i) = pTR(i) ∗ 2 ∗ pSR(i) ∗ pTR(i)

pSR(i) + pTR(i)
, (6)

wTR(i) = pSR(i) ∗ 2 ∗ pSR(i) ∗ pTR(i)

pSR(i) + pTR(i)
. (7)

With the task modulation factors, the task-specific

modality loss could be updated by

LS→R(i) = αt (1 + wSR(i))
γ LS→R(i), (8)

LT→R(i) = αt (1 + wTR(i))
γ LT→R(i), (9)

where αt and γ are the hyper-parameters to control the

decay trend of the loss curve. Throughout all of our ex-

periments, we employ the empirical values of αt = 1 and

γ = 3.5. When the predicted confidence of one task is zero

(e.g., wSR(i) → 0), it indicates that the other task is in-

adequate training and that the loss is a standard infoNCE

loss. Conversely, the loss contributions will increase at a

larger rate as wSR or wTR increases, aiming at achieving

the multi-task generalization.

4.4. Cross-modality Interaction

For the multi-modal fusion task, we further design a

cross-modality interaction to align the feature representa-

tions before modality information fusion. More formally,

when a sample has a pair of sketch and text features that

provide complementary information to each other, it is pos-

sible to improve model retrieval accuracy by combining

two modality features. Currently, available fusion meth-

ods [11, 43] do not consider the interaction between the

two modalities prior to fusion, but only consider how the

fusion features are derived. It would be difficult to mine

cross-modal shared information, limiting the discriminating

power of fusion features.

To avoid this, our cross-modality interaction proposes

to align the feature distributions between sketch and text

modalities. Considering the large visual and textual modal-

ity discrepancy, the explicit feature alignment may result in

the loss of modality-specific information. In this paper, we

align similarity distribution between Sketch-RGB and Text-

RGB pairs to mine modality-shared information for feature

fusion. The basic idea is that for different query modality

inputs (sketch or text), the similarity distributions between

them and the gallery modality (RGB) should be the same.

The cross-modality interaction loss Lc can be denoted as

Lc = − 1

M

∑M

i=1
f(PTR(i))log(f(QSR(i))), (10)

where QSR and PTR denote the cosine similarity distri-

butions between Sketch-RGB and Text-RGB feature pairs

in a batch, respectively. f(·) represents the softmax func-

tion used to map inputs to probabilities in the range [0,1].

This loss maintains the same level of prediction confidence

across queries.

5. Experiments
5.1. Experimental Settings

Datasets. We evaluate our UNIReID on the proposed

three multi-modal datasets, including Tri-CUHK-PEDES,

Tri-ICFG-PEDES, and Tri-RSTPReid. An overview of

training and test set partitioning for each dataset can be

found in the existing work [7, 17, 50].

Evaluation Protocols. Following existing cross-

modality ReID settings [2, 41, 42], we use the Rank-k
matching accuracy, mean Average Precision (mAP), and

mean Inverse Negative Penalty (mINP) [42] metrics for per-

formance evaluation in our UNIReID.

Implementation Details. We employ the Vision Trans-

former [8] as the visual modalities feature learning back-

bone, and the Transformer model [33] as the textual modal-

ity feature learning backbone. Both backbones have pre-

trained parameters derived from CLIP [25]. In a batch, we

randomly select 64 identities, each containing a sketch, a

text, and an RGB sample. Also, we apply random horizon-

tal flipping, padding, random cropping, and random eras-

ing as data augmentation for visual modality. We train our

UNIReID model with the Adam optimizer for 60 epochs.

And the initial learning rate is computed as 1e-5 and de-

cayed by a cosine schedule. The temperature parameter τ
is set as 0.07. All experiments are supported by Huawei

MindSpore [1].

5.2. Ablation Study

We conduct extensive experiments to evaluate each ele-

ment of our method. For each experiment/model, we test

three retrieval tasks, i.e., Text-to-RGB (T→R), Sketch-to-

RGB (S→R), and Sketch+Text-to-RGB (T+S→R). Addi-

tionally, the RGB images used for generating the sketches

are removed from the gallery for three datasets during the
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Table 2. Ablation study about each component on three multi-modal datasets. Rank (R) at k accuracy (%), mAP(%), and mINP(%) are

reported.

Tri-CUHK-PEDES Tri-ICFG-PEDES Tri-RSTPReidTasks Methods R1 mAP mINP R1 mAP mINP R1 mAP mINP
LT→R 52.17 51.35 41.81 52.09 31.06 5.41 47.60 40.51 23.85

Ls 51.06 50.73 41.41 50.68 29.54 5.01 47.55 39.47 22.34

w Dynamic 53.48 53.01 43.60 55.04 33.06 6.13 49.15 41.53 24.59
T→R

w Lc 53.82 53.43 44.28 55.39 33.79 6.27 49.30 41.67 24.69

LS→R 58.18 44.85 28.09 46.49 1.41 0.20 31.10 17.58 4.12

Ls 80.70 72.36 59.29 70.11 29.48 2.82 60.10 44.10 20.80

w Dynamic 84.02 76.79 65.63 76.15 37.73 6.05 64.90 50.77 27.40
S→R

w Lc 84.87 78.85 68.55 77.47 40.41 6.31 65.80 51.22 27.47

LF→R 63.94 51.14 34.04 38.00 22.35 4.98 53.86 13.21 0.45

Ls 85.41 78.45 67.23 78.41 38.90 5.31 69.80 53.52 28.88

w Dynamic 86.14 80.20 70.17 81.96 44.91 8.55 73.05 58.42 34.38
T+S→R

w Lc 86.29 80.92 71.30 82.17 47.00 8.74 73.20 58.72 34.61

inference phase to avoid over-similarity in the sketch and

photo information.

Independent Individual Tasks Learning (IITL). With

the specific visual and textual encoder, we first train the in-

dividual tasks independently through the infoNCE loss, i.e.,
LT→R, LS→R, and LF→R. From the results in Table 2,

we find that the dual-encoder model is appropriate for three

retrieval tasks and multi-modal fusion could effectively im-

prove the accuracy of the model.

Effect of Task-specific Modality Learning. Consider-

ing the uncertainty of whether the text or sketch is avail-

able in practical scenarios, we design a unified ReID model

for multi-modality information fusion and multi-task learn-

ing. Through the task-specific modality learning (Ls), our

unified ReID model obtains 85.41%, 78.41%, and 69.80%

Rank-1 accuracy with the Text+Sketch query on three

datasets, respectively. In contrast, the simple task-based

loss fusion does not result in significant performance im-

provements in text-based retrieval.

Effect of Task-aware Dynamic Training. To keep the

task training balanced for multi-task learning, we propose

a task-aware dynamic training strategy (w Dynamic) that

modulates the loss contributions of different tasks. From

the results in Table 2, we find that the dynamic training

strategy outperforms the fixed weights optimization (Ls) by

a large margin. For example, this strategy achieves 1.31%,

2.95%, and 1.55% improvements in the Rank-1 accuracy of

the Text-to-RGB task on three datasets, respectively. In ad-

dition, compared with independent individual task learning,

our multi-task joint learning with task-aware dynamic train-

ing brings in the improvement of retrieval accuracy, verify-

ing the generalization ability.

Effect of Cross-modality Interaction. For multi-modal

fusion, we perform the cross-modality interaction (w Lc)

before modality information fusion to facilitate modality-

shared feature learning. As shown in Table 2, it is clear that

the cross-modality interaction further improves retrieval ac-

curacy for three tasks under various metrics. It obtains

44.28%, 68.55%, and 71.30% mINP for the three retrieval

tasks on the Tri-CUHK-PEDES dataset, respectively.

5.3. Comparison with State-of-the-art Methods

As shown in Tables 3, 4, 5, we compare our method with

the text-based state-of-the-art methods. For a fair compari-

son with existing methods, we test our IITL and UNIReID

models on Text-to-RGB retrieval tasks by using the original

gallery set of three datasets (IITL (T→R)∗ and UNIReID

(T→R)∗). From these results, the following two points may

be summarized: 1) The proposed dual-encoder for visual

and textual modalities feature learning is more effective

than most CNN-based methods. 2) Our UNIReID with a

dynamic training strategy considers cross-modality tasks as

well as multi-modality tasks in a unified framework, result-

ing in complementarity between tasks and improvements in

retrieval performance.

5.4. Cross-domain Generalization Evaluation

The generalization ability between different domains is

a key measure of the ReID model, which is significant for

practical surveillance systems. Existing methods employ

the cross-dataset evaluation [4, 29] to validate the gener-

alization ability of the model. In this paper, we calculate

the retrieval accuracy on the PKU-Sketch dataset [24] using

UNIReID model parameters from the Tri-CUHK-PEDES

dataset. PKU-Sketch is the only dataset that includes hand-

drawn professional pedestrian sketches. Zhai et al. [43]

collect the textual description for each identity through an

image captioning model. Similar to [2], we perform ten

tests and analyze the average results to avoid randomness in

the evaluation of performance.

As shown in Table 6, we first compare our UNIReID

with some existing sketch-based methods, such as CD-
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Table 3. Comparison with the state-of-the-arts on Tri-CUHK-

PEDES dataset. Rank (R) at k accuracy (%) is reported. ∗ in-

dicates that the original gallery set is used for testing.

Methods Venue R1 R5 R10
CMPM/C [46] ECCV18 49.37 - 79.27

TIMAM [26] ICCV19 54.51 77.56 84.78

GLAM [14] AAAI20 54.12 75.45 82.97

ViTAA [35] ECCV20 55.97 75.84 83.52

MGEL [34] IJCAL21 60.27 80.01 86.74

DSSL [50] MM21 59.98 80.41 87.56

IVT [30] Arxiv22 65.59 83.11 89.21

LBUL+BERT [37] MM22 64.04 82.66 87.22

CAIBC [36] MM22 64.43 82.87 87.35

LGUR [29] MM22 65.25 83.12 89.00

IITL (T→R)∗ - 67.13 84.60 90.37
UNIReID (T→R)∗ - 68.71 85.35 90.84

Table 4. Comparison with the state-of-the-arts on Tri-ICFG-

PEDES dataset. Rank (R) at k accuracy (%) is reported. ∗ in-

dicates that the original gallery set is used for testing.

Methods Venue R1 R5 R10
CMPM/C [46] ECCV18 43.51 65.44 74.26

SCAN [15] ECCV18 50.05 69.65 77.21

Dual Path [49] TOMM20 38.99 59.44 68.41

MIA [22] TIP20 46.49 67.14 75.18

ViTAA [35] ECCV20 50.98 68.79 75.78

IVT [30] Arxiv22 56.04 73.60 80.22

LGUR [29] MM22 59.02 75.32 81.56

IITL (T→R)∗ - 58.36 75.97 82.32
UNIReID (T→R)∗ - 61.28 77.40 83.16

Table 5. Comparison with the state-of-the-arts on Tri-RSTPReid

dataset. Rank (R) at k accuracy (%) is reported. ∗ indicates that

the original gallery set is used for testing.

Methods Venue R1 R5 R10
DSSL [50] MM21 32.43 55.08 63.19

IVT [30] Arxiv22 46.70 70.00 78.80

LBUL+BERT [37] MM22 45.55 68.20 77.85

CAIBC [36] MM22 47.35 69.55 79.00

IITL (T→R)∗ - 57.30 78.05 86.10
UNIReID (T→R)∗ - 60.25 79.85 87.10

AFL [24], LMDI [12], and SketchTrans [2]. Our cross-

domain sketch-based retrieval (i.e., S→R) using a simple

single encoder obtains an accuracy better than most super-

vised training methods that design a complex feature learn-

ing framework. With the multi-modal information fusion

(i.e., T+S→R), our UNIReID achieves a significant per-

formance improvement, outperforming the latest Sketch-

Trans [2] by 6.8% in Rank-1 accuracy. Moreover, we vi-

sualize some retrieval results on the PKU-Sketch dataset in

Fig 4. From these results, we conclude that our UNIReID

model is well suited for professional hand-drawn sketches,

as it is robust to variations in sketch style. It also demon-

Table 6. Performance analysis (%) of cross-domain generalization

on PKU-Sketch dataset.

PKU-SketchMethods R1 R5 R10 mAP mINP
CD-AFL [24] 34.00 56.30 72.50 - -

LMDI [12] 49.00 70.40 80.20 - -

SketchTrans [2] 84.60 94.80 98.20 - -

UNIReID (T→R) 76.80 93.20 96.20 80.57 77.83

UNIReID (S→R) 69.80 88.60 95.80 72.97 68.25

UNIReID (T+S→R) 91.40 98.80 99.80 91.76 88.97

Text+Sktech 

Text 

Sktech

Retrieval Results

The woman, with her bangs
and long black shawl, is
carrying a white document, a
light-colored sunshade in her
right hand.

The woman, with her bangs
and long black shawl, is
carrying a white document, a
light-colored sunshade in her
right hand.

Figure 4. Visualization of qualitative retrieval results of Top-5 for

three descriptive queries on the PKU-Sketch dataset.

strates that the fusion of multi-modal data enhances the

cross-domain generalization performance.

6. Conclusion

In this paper, we first explore the modality-agnostic per-

son re-identification to deal with descriptive query uncer-

tainty in real scenarios. Also, we construct three multi-

modal datasets to assist with the study of this issue. Specif-

ically, we design a unified person re-identification architec-

ture with a simple dual-encoder to handle cross-modality

and multi-modality retrieval tasks. In order to learn the

modality-shared information for multi-modal data, a task-

specific modality learning scheme and task-aware dynamic

training strategy are introduced to supervise and balance the

training of individual tasks. Moreover, we propose a cross-

modality interaction to align the sketch and text represen-

tations for modality information fusion. Extensive exper-

imental results on three multi-modal datasets demonstrate

the effectiveness of the proposed method.
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