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Abstract

Weakly supervised semantic segmentation is typically in-
spired by class activation maps, which serve as pseudo
masks with class-discriminative regions highlighted. Al-
though tremendous efforts have been made to recall precise
and complete locations for each class, existing methods still
commonly suffer from the unsolicited Out-of-Candidate
(OC) error predictions that do not belong to the label can-
didates, which could be avoidable since the contradiction
with image-level class tags is easy to be detected. In this
paper, we develop a group ranking-based Out-of-Candidate
Rectification (OCR) mechanism in a plug-and-play fashion.
Firstly, we adaptively split the semantic categories into In-
Candidate (IC) and OC groups for each OC pixel according
to their prior annotation correlation and posterior predic-
tion correlation. Then, we derive a differentiable rectifica-
tion loss to force OC pixels to shift to the IC group. In-
corporating OCR with seminal baselines (e.g., AffinityNet,
SEAM, MCTformer), we can achieve remarkable perfor-
mance gains on both Pascal VOC (+3.2%, +3.3%, +0.8%
mIoU) and MS COCO (+1.0%, +1.3%, +0.5% mIoU)
datasets with negligible extra training overhead, which jus-
tifies the effectiveness and generality of OCR. †

1. Introduction

Due to the development of deep learning, significant
progress has been made in deep learning-based semantic
segmentation [42, 47]. However, its effectiveness requires
huge amounts of data with precise pixel-level labels. Col-
lecting precise pixel-level labels is very time-consuming
and labor-intensive, thus much research shifts attention to
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Figure 1. Motivation of our OCR. We visualize the segmentation
results from the baseline method (e.g. SEAM) and the baseline
with our proposed OCR. The predictions from baseline methods
are easily disturbed by OC pixels, that is, pixels whose semantic
categories are in contradiction with label candidate set (inner of the
Yellow contour). Our proposed OCR can rectify these OC pixels
and suppress this unreasonable phenomenon.

training effective semantic segmentation models with rel-
atively low manual annotation cost, i.e., Weakly Super-
vised Semantic Segmentation (WSSS). There exist vari-
ous types of weak supervision for semantic segmentation
such as image-level tag labels [1, 2, 26, 61, 77], bounding
boxes [14, 30, 34], scribbles [40, 57] and points [5]. In this
work, we focus on WSSS based on image-level tag labels
since image-level tags demand the least annotation cost,
which just needs the information on the existence of the tar-
get object categories.

Most of the previous WSSS methods follow such a stan-
dard workflow [2]: 1). generating high-quality Class Ac-
tivation Maps (CAM) [61, 70]; 2). generating pseudo la-
bels from CAMs [2, 78]; 3). training segmentation net-
works from pseudo labels. Previous works mainly fo-
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Figure 2. Conceptual workflow of our OCR. The OC pixels are selected out by checking if the semantic categories are in contradiction
with image-level candidate tags. Then we adaptively split the categories into IC group and OC group. Finally, we utilize rectification loss
for group ranking and let OC pixels escape from OC group to IC group.

cus on the first and second procedures. However, train-
ing segmentation network from pseudo labels is also vi-
tal because neural network can exploit shared patterns be-
tween pseudo labels [4] and largely improve final segmen-
tation results [39]. But the pseudo label generation relies
on high-quality CAM, while the pseudo labels usually are
incomplete and imprecise because CAM only focuses on
discriminative object parts and can not fully exploit object
regions [7]. The existence of noise in pseudo labels pro-
vides confused knowledge to segmentation networks and
results in error predictions. According to the observations in
Fig. 1, the segmentation networks trained by noisy pseudo
labels usually output pixels with semantic categories that
do not belong to the candidate label set, i.e., image-level
tag labels. This special type of prediction errors are defined
as Out-of-Candidate (OC). These errors can be easily de-
tected by checking if the semantic category of pixel is in
contradiction with image-level tag labels, which is seldom
considered before. For better identifying this phenomenon,
we extra name these error pixels as OC pixels and name
the illegal categories as OC categories. In contrast, the po-
tentially correct categories for OC pixels are defined as In-
Candidate (IC) categories.

To suppress the occurrence of OC phenomenon,
we propose group ranking-based Out-of-Candidate
Rectification (OCR) to rectify OC pixels from OC cate-
gories to IC categories by solving a group ranking problem
(i.e., the prediction score of IC group needs to be larger
than the prediction score of OC group). In Fig. 2, OCR
is illustrated as three procedures: OC pixels selection,
IC/OC categories group split and rectification. Firstly,
we find out OC pixels whose classification result is in
contradiction with image-level tag labels. Secondly, we
adaptively split the classes into IC classes group and OC
classes group for each OC pixel by considering prior label
correlation information from the image-level tag labels and
posterior label correlation information from the network
prediction. Finally, rectification loss is used to modulate
the distance between OC pixels and class centers of IC
group and OC group. It constraints that the OC pixels and

OC class centers are pushed away and the OC pixels and
IC class centers are pulled closer so that those OC pixels
are rectified to correct classes.

Out-of-Candidate Rectification (OCR) is designed in a
plug-and-play style to provide reasonable supervision sig-
nals with trivial training costs and to improve evaluation
results with no extra cost for inference. To fairly show
the effectiveness and generality, we adopt the same settings
of several previous methods (AffinityNet [2], SEAM [61],
MCTformer [70]) and evaluate our proposed OCR on the
PASCAL VOC 2012 and MS COCO 2014 datasets. Experi-
ments demonstrate that our OCR improves the performance
of final segmentation results. Specifically, our module im-
proves AffinityNet, SEAM and MCTformer by 3.2%, 3.3%
and 0.8% mIoU on PASCAL VOC 2012 dataset and 1.0%,
1.3% and 0.5% mIoU on MS COCO 2014 dataset.

2. Related works

Most current WSSS approaches are built upon such a
paradigm: 1). Generating high-quality CAMs; 2). Refining
CAM for pseudo label generation; 3). Training segmenta-
tion network from pseudo labels. The core technology of
this paradigm is CAMs [79]. However, the raw CAMs can
only cover the discriminative part of object regions so it
is challenge to provide clean supervision for segmentation
networks. Previous methods focus on improving these three
procedures of the paradigm for easing the limitations:

Generating high-quality CAMs. How to generate
high-quality CAMs is the key research topic of WSSS be-
cause the improvement of CAMs can boost the whole work-
flow from the source. The key is to let CAMs cover ob-
ject regions as precisely and completely as possible. A few
methods design heuristic strategies, like "Hide & Seek" [52]
and Erasing [62], adopted on images [36, 73, 76] or fea-
ture maps [12, 27, 32] to force the network to exploit novel
regions rather than only discriminative regions. Besides,
Other strategies utilize sub-categories [7], self-supervised
learning [11, 51, 61], contrastive learning [17, 29, 68, 80]
and cross-image information [21, 37, 54] to generate pre-
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cise and complete CAMs. Recently, Vision Transformer
(ViT) [16] is proposed as a new generation of visual neural
networks. Because of the long-range context nature, vision
transformer can better capture semantic context so some re-
cent works begin to utilize ViT as the classification network
for generating high-quality CAMs [22, 48, 49, 70]. What’s
more, some of previous methods try to improve the local re-
ceptive field of classification network [28, 63, 71]. Improv-
ing CAMs by modifying the standard classification loss is
also researched by previous works, e.g., [64, 77].

Generating pseudo labels from CAMs. After acquir-
ing high-quality CAMs, we decode them into pseudo la-
bels. Originated from AffinityNet [2], some works focus
on exploiting pixel-level affinity learning which can facil-
itate the generation of higher-quality pseudo labels from
CAMs [1, 21, 60, 69, 78]. Besides, prior other works de-
sign diverse mechanisms for pseudo label generation, for
instance, densecrf [74], texture exploiting [3] and multi-
estimations [20] for better pseudo label generation.

Training from pseudo labels. Although dozens of ad-
vanced CAM generation or refinement technology are pro-
posed, the existence of noise in pseudo labels is inevitable.
In this context, some works explore about how to better ac-
quire clean segmentation supervision from pseudo labels.
For example, URN [38] uses uncertainty estimation to mit-
igate noise of pseudo labels when training segmentation
networks. Different from previous researches, our works
mainly focus on solving OC pixels which are a special type
of prediction error firstly defined by us.

3. Method

3.1. Preliminaries

We first define WSSS using the following setup. Let X
be the input image space, andY = {1, 2, ...,C} be the output
image-level label space. After sampling from the input im-
age space and output label space, we can define a training
datasetD = {(xi, S i)}ni=1, where each tuple comprises an im-
age xi ∈ X and an image-level label set S i ⊂ Y. Equivalent
to the supervised semantic segmentation setup, the goal of
WSSS is to obtain a pixel classifier that can identify the real
class of each pixel. The main difference is that the WSSS
setup can not be accessible to exact pixel-level labels. This
limitation lets segmentation algorithms struggle to acquire
correct pixel-level supervision signals without interference.
A basic assumption of WSSS is that the ground truth la-
bel of pixels y(x,y)

i belongs to image xi is concealed in label
set S i, i.e., y(x,y)

i ∈ S i, but it’s invisible to learning models.
According to this assumption, previous methods for WSSS
leverage class activation map (CAM) [22, 79] to generate
pseudo segmentation labels ŷi = {ŷ

(x,y)
i |ŷ(x,y)

i ∈ S i}
H×W
x=1,y=1

which are a type of noisy estimation of real labels yi. With
these pseudo segmentation labels, we can define an ex-

tra segmentation noisy dataset Ds = {(xi, ŷi)}ni=1. Then a
segmentation network fθ is used to fit segmentation noisy
dataset Ds for generating final segmentation results zi.

3.2. Overall Pipeline

To prove the generality of our approach, we build our
pipeline upon several prominent and representative base-
line methods: AffinityNet [2], SEAM [61] and MCTformer
[70]. All of these methods follow a standard workflow: 1).
Generating CAMs; 2). Refining CAM with affinity learn-
ing; 3). Training segmentation network.

Generating CAMs. For acquiring CAMs, we first pre-
train a multi-label classifier f

′

θ . Then we use a multi-label
classification loss Lcls to supervise the classifier:

Lcls = E(xi,S i)∼D

[ C∑
j=1

− S j
i log(σ(h j

i ))

− (1 − S j
i )log(1 − σ(h j

i )
]
,

(1)

where σ(·) is sigmoid function, h j
i is the classification log-

its of j-th category and i-th sample, i.e., h j
i = GAP( f

′

θ (xi)).
f
′

θ (xi) ∈ RC×H×W . GAP is the global average pooling op-
eration. After pretraining, we need to normalize the initial
CAMs to get "seed CAM" P:

P
j
i =

f
′

θ (xi) j

max( f ′θ (xi) j)
. (2)

Refining CAMs with affinity learning. Ahn et al. [2]
propose AffinityNet to learn the affinities between adjacent
pixels from the reliable seeds of "seed CAM". Then the
AffinityNet is used to predict an affinity matrix to refine
"seed CAM" to pseudo mask labels by random walk. Fol-
lowing the settings of baselines, we adopt this refinement.

Training segmentation network. Following the set-
tings of baseline methods [2, 61, 70] and some previous
works [69, 74, 76], we choose DeepLabv1 [9] based on
ResNet38 [66] as the segmentation network fθ. The seg-
mentation network is used to fit pseudo segmentation labels
ŷ and the training objective is below:

Lseg = E(xi,ŷi)∼Ds

 C∑
j=1

−ŷ j
i log(

exp(z j
i )∑C

k=1 exp(zk
i )

)

, (3)

where zi is its logits output, i.e., fθ(xi) = zi. In order to
make the formula more clear, we ignore the pixel location
index (x, y) and sample index i. Because of the label noise,
OC errors easily occurs during this phrase. To resist OC
errors, our method modify the standard training objective
and introduce an extra loss:

L = Lseg + αLrec, (4)

where Lrec is the rectification loss which will be introduced
below and α is the loss modulation coefficient.
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Figure 3. Detailed workflow of our OCR which illustrates the behavior about how to rectify an OC pixel from OC classes group to IC
classes group. Note that IC classes group is just the candidate set of correct class for single pixel. So, we adopt an adaptive strategy to filter
out useless classes in IC classes group when splitting classes into IC classes group and OC classes group, which can reduce the probability
of containing incorrect classes in IC classes group. For instance, both "sofa" and "person" belong to tag labels. However, the "sofa" is the
correct class rather than "person" and involving "person" in IC classes group is not beneficial to rectify OC pixels to correct class. The
adaptive split strategy filter out "person" class according to the correlation information for correct rectification.

3.3. Out-of-Candidate Rectification

To our best knowledge, previous methods ignore the OC
problem during training segmentation network from pseudo
segmentation labels. We are the first to design relative
mechanism (OCR) to suppress the occurrence of OC pixels.
The proposed OCR is comprised of three parts: OC pixels
selection, IC and OC group split and rectification loss. The
three steps are introduced below.

OC Pixels Selection. When training segmentation net-
work, previous methods only utilize the pseudo segmenta-
tion labels ŷ. We find that the prior information provided by
candidate label set S is critical. With the prior information,
those OC pixels can be easily detected. We implement this
detection by designing a mask moc (for a single pixel):

moc =


1, argmax

k
(zk) ∈ S ,

0, argmax
k

(zk) ∈ S ∪ {bg},
(5)

where zk is the segmentation logits of i-th class and bg is the
background class.

IC and OC Group Split. We define two groups: IC
group Gic and OC group Goc. We require IC group and OC
group to satisfy such a group ranking relationship:

zk > zl s.t. ∀k ∈ Gic,∀l ∈ Goc. (6)

Intuitively, we can assign those classes which belong to la-
bel candidate set with background, i.e., k ∈ S ∪ {bg}, as IC
group and those classes which do not belong to label can-
didate set, i.e., l < S ∪ {bg}, as OC group. But the latent
correlation between categories is not considered. We first
count the prior correlation matrix M according to the co-
occurrence of different classes:

Mk,l =

∑L
i=1 1k∈S i,l∈S i

L
, (7)

where L is the number of samples in whole dataset, S i de-
notes image-level tag set of i-th sample andMk,l means the
correlation score between k-th class and l-th class. Then we
define anchor class:

A = argmax
j∈S i∪{bg}

(
z j
)
, (8)

where A denotes the class index of anchor class. For OC
classes group, it can be easily identified by the contradiction
with image-level tags. For IC classes group, we hope to
contain as few useless classes as possible while keeping the
correct class. Note that anchor class has a high probability
of being the ground truth so that we use anchor class as
a ruler to filter out useless classes in image-level tags for
building IC classes group. According to the analysis above,
we develop an adaptive strategy to split IC and OC Group:
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Figure 4. Adaptive Split. The OC classes group are selected out
according to the contradiction with the tag labels. For IC classes
group, we firstly select anchor classA (i.e, max prediction class).
Specifically, the anchor class is "sofa". Then we use prior cor-
relation of anchor class MA to modulate the prediction score of
classes in tags S . Finally, those classes in tags whose prediction
score is lower than threshold (PA − t) are filtered.

Gic =
{
k|k ∈ S ∪ {bg}, PA − Pk ×MA,k < t

}
, (9)

Goc = {l |l < S ∪ {bg}} , (10)

where P is the posterior probability prediction from network
(i.e., segmentation logits after softmax operation) and t is a
threshold for filtering useless classes for IC classes group.
To better understand the adaptive split strategy, the split pro-
cess is illustrated in Fig. 4.

Rectification Loss. The core idea of OCR is to rectify
those OC pixels and let these pixels have higher activation
for IC classes group than OC classes group. To achieve this,
we formulate a group ranking problem and expect Eq. 6 to
hold. The optimization objective can be defined as:

max
l∈Goc

zl < min
k∈Gic

zk, (11)

where zk
i denotes the classes in the IC group and zl

i de-
notes the classes in the OC group, which can be also writ-
ten as max

l∈Goc

zl − min
k∈Gic

zk < 0. The Eq. 11 means we force

the minimum of the OC pixels logits for the categories in
IC group Gic to be larger than the maximum of the OC
pixels logits for the categories in OC group Goc. To this
purpose, we refer to some wonderful works in metric learn-
ing [25,50,55,58,59] and semi-supervised learning [45] for
making Eq. 11 as a loss function:

Lrec = max
k∈Goc

zl − min
k∈Gic

zk + ∆, (12)

where ∆ is a value margin that can make the loss function
more scalable. But this loss function can not directly at-
tend the gradient backward process of gradient descent opti-
mization since the max and min functions are globally non-
differentiable. To make equation Lrec differentiable, we
adopt smooth approximation from previous research [44]:

max(z1, z2, ..., zn) ≈ log(
n∑

i=1

ezi
). (13)

Based on the above functional approximation, we derive our
rectification loss Lrec for single pixel as:

Lrec = max
k∈Goc

zk −min
l∈Gic

zl + ∆ (14)

= max
k∈Goc

zk +max
l∈Gic

(−zl) + ∆ (15)

≈ log

∑
l∈Goc

ezl+∆ ×
∑
k∈Gic

e−zk

 (16)

To avoid excessive optimization, we use ReLU function to
rectify loss:

Lrec = ReLU

log

∑
k∈Gic

e−zk
×
∑
l∈Goc

ezl+∆


 (17)

We convert ReLU to its smooth approximation [23] for ac-
quiring a gradient friendly loss:

ReLU(z) = max(z, 0) ≈ log(1 + ez) (18)

The final formula of rectification loss is

Lrec = moclog

1 +∑
k∈Gic

e−zk
×
∑
l∈Goc

ezl+∆

 (19)

where moc is the OC pixel selection mask.

4. Experiments
4.1. Experimental Settings

Datasets. We evaluate our method on two datasets, i.e.,
PASCAL VOC 2012 [18] and MS COCO 2014 [41]. PAS-
CAL VOC has 1,464, 1,449, and 1,456 images for train-
ing (train), validation (val) and test sets, respectively. It
has 20 object classes and one background class. Follow-
ing the common practice of prior works [7, 33, 53, 61, 69,
76], an augmented set of 10,582 images, with additional
data from [24], was used for training. Furthermore, MS
COCO consists of 80 object classes and one background
class whose training and validation sets contain 82,081 and
40,137 images, respectively. Following [13,35], we remove
images without target classes and adopt the ground-truth la-
bels of COCO stuff [6].
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Method Seg mIoU (%)
val test

‡BES [ECCV20] [8] V2-Res101 65.7 66.6
∗MCIS [ECCV20] [54] V2-Res101 66.2 66.9
∗ICD [CVPR20] [19] V2-Res101 67.8 68.0

‡AdvCAM [CVPR21] [33] V2-Res101 68.1 68.0
∗NSROM [CVPR21] [72] V2-Res101 68.3 68.5

∗GroupWSSS [AAAI21] [37] V2-Res101 68.7 69.0
†EDAM [CVPR21] [65] V2-Res101 70.9 70.6
‡AMR [AAAI22] [46] V2-Res101 68.8 69.1

AFA [CVPR22] [49] MiT-B1 [67] 66.0 66.3
†AffinityNet [CVPR18] [2] V1-Res38 61.7 63.7

†SSDD [ICCV19] [51] V1-Res38 64.9 65.5
†SEAM [CVPR20] [61] V1-Res38 64.5 65.7

†CONTA [NeurIPS20] [75] V1-Res38 66.1 66.7
‡CDA [ICCV21] [53] V1-Res38 66.1 66.8
†CPN [ICCV21] [76] V1-Res38 67.8 68.5

‡OC-CSE [ICCV21] [31] V1-Res38 68.4 64.2
MCTformer [CVPR22] [70] V1-Res38 71.9 71.6

∗AffinityNet V1-Res38 61.7 63.7
∗OCR+AffinityNet V1-Res38 64.9 ↑ 3.2 65.2 ↑ 1.5

†SEAM V1-Res38 64.5 65.7
†OCR+SEAM V1-Res38 67.8 ↑ 3.3 68.4 ↑ 2.7

MCTformer V1-Res38 71.9 71.6
OCR+MCTformer V1-Res38 72.7 ↑ 0.8 72.0 ↑ 0.4

Table 1. Main Results on Pascal VOC [18] val and test split.
Seg denotes the segmentation networks used by models. For in-
stance, V1-Res38 denotes Deeplabv1 [9] based on ResNet38 and
V2-Res101 is DeeplabV2 [10] based on ResNet101. ∗, † and ‡

denote models using VGG16, ResNet38 or ResNet50 as the clas-
sification network backbone. Besides, segmentation and classifi-
cation of SS-WSSS [3], URN [38] and AFA [49] share same net-
work. The classification network of MCTformer is DeiT-S [56].

Evaluation protocol. To be consistent with previous
works [33, 70], we adopt the mean Intersection-over-Union
(mIoU) to evaluate the semantic segmentation performance
on the val set of two datasets. The semantic segmentation
results on the PASCAL VOC test set are acquired from the
official PASCAL VOC online evaluation server.

Implementation details. In line with our base-
line methods (i.e., AffinityNet [2], SEAM [61], MCT-
former [70]), we choose DeepLab-LargeFOV (V1) [9]
based on ResNet38 [66] backbone network whose output
stride is 8 as our segmentation network. All of the backbone
networks are pre-trained on ImageNet [15]. Note that we
calculate a prior correlation score matrixM by counting the
co-occurrence between different classes, the detailed scores
are available in the appendix. The threshold t is set to 0.2.
At train time, we use SGD whose momentum and weight
decay are 0.9 and 5e-4 as our optimizer. The initial learn-
ing rate is 1e-3 which is multiplied by an exponential de-
cay factor during training process. We train our models for
30 epochs with a batch size of 16. For data augmentation,
the training images are randomly rescaled with a scale ratio
from 0.7 to 1.3 and then are cropped to 321 × 321. At test
time, we use test-time augmentation and DenseCRFs with
the hyper-parameters suggested in [9] for post-processing.

Method Cls Seg mIoU (%)
val

Luo et al. [AAAI20] [43] Res101 V2-VGG16 29.9
GroupWSSS [AAAI21] [37] VGG16 V2-VGG16 28.4

URN [AAAI22] [38] Res101 V2-Res101 40.7
AFA [CVPR22] [49] MiT-B1 MiT-B1 38.9

∗AffinityNet [CVPR18] [2] Res38 V1-Res38 29.5
SEAM [CVPR20] [61] Res38 V1-Res38 31.9

CONTA [NeurIPS20] [75] Res38 V1-Res38 32.8
OC-CSE [ICCV21] [31] Res38 V1-Res38 36.4

CDA [ICCV21] [53] Res38 V1-Res38 33.2
MCTformer [CVPR22] [70] Res38 V1-Res38 42.0

∗AffinityNet Res38 V1-Res38 29.5
OCR+AffinityNet Res38 V1-Res38 30.5 ↑ 1.0

SEAM Res38 V1-Res38 31.9
OCR+SEAM Res38 V1-Res38 33.2 ↑ 1.3
MCTformer DeiT-S V1-Res38 42.0

OCR+MCTformer DeiT-S V1-Res38 42.5 ↑ 0.5

Table 2. Main Results on MS COCO [41] val split. Cls and
Seg denote the classification backbone and segmentation network
used by models, respectively. Note that AffinityNet doesn’t pro-
vide official evaluation results on MS COCO dataset, the results of
AffinityNet [2](*) are implemented by us.

4.2. Main Results

For calibrating the training settings of segmentation
network, we mainly adopt our OCR into baseline meth-
ods (e.g., AffinityNet, SEAM and MCTformer) which use
ResNet38 based deeplabv1 as segmentation network.

Pascal VOC. Tab. 1 provides the comparison results of
our OCR against representative methods on Pascal VOC
val split and test split. As shown in Tab. 1, our OCR
consistently increases the performance of baseline methods
(e.g., AffinityNet, SEAM and MCTformer). Specifically,
our OCR can not only improve AffintityNet, SEAM and
MCTformer by 3.2%, 3.3% and 0.8% on Pascal VOC val
split but also improve AffinityNet, SEAM and MCTformer
by 1.5%, 2.7% and 0.4% on Pascal VOC test split. Besides,
OCR with MCTformer sets a new State-Of-The-Art.

MS COCO. Tab. 2 reports the results of our OCR com-
pared to previous methods on MS COCO val split. MS
COCO is a more challenging dataset than Pascal VOC be-
cause it has more semantic categories and the OC phe-
nomenon is more likely to occur, where our OCR still im-
proves some previous representative methods (AffinityNet,
SEAM and MCTformer) by 1.0%, 1.3% and 0.5%. Same
as Pascal VOC, we also build a new State-Of-The-Art by
adopting OCR into MCTformer.

4.3. Quantitative Analysis

Extra Computation Cost. Our OCR is used to boost
the training progress of segmentation network and can be
removed when evaluating segmentation network. In or-
der to check if it introduces heavy computation overhead
when training segmentation network, we evaluate OCR
based on SEAM with different image crop size. In Tab. 3,
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Figure 5. The performance (mIoU (%)) influence of the margin
value ∆ and the loss coefficient α for penalizing loss Lpenalize. This
study adopts SEAM as baseline and are evaluated on Pascal VOC
val split. The best parameter selection of α and ∆ are 1 and 2.

Method Size mIoU (%) Train Speed

SEAM (w/ OCR)
2562 63.6 ( ↑ 3.2 ) 14.38 ( ↑ 0.56 )

3212 64.5 ( ↑ 3.3 ) 23.32 ( ↑ 0.83 )

4482 64.7 ( ↑ 3.7 ) 42.29 ( ↑ 1.18 )

Table 3. Inference performance (mIoU (%)) and training speed
(min./epoch) of OCR based on SEAM. The size is the crop size
when preprocessing images. All of the results are based on SEAM
and are evaluated on Pascal VOC val split.

OCR improve performance (mIoU (%)) by 3.2∼3.7% with
only 0.56∼1.18 min./epoch additional training time, which
shows the effectiveness and efficiency of our OCR.

Different Value Margin. The margin value ∆ can con-
trol prediction differences between IC and OC groups. In
other words, it can locally control the intensity of rectifi-
cation. In order to check the influence of rectification in-
tensity, we conduct extensive experiments on margin ∆. As
shown in Fig. 5, the overall best choice of ∆ is 2. When
placing a larger value for the margin ∆, excessive rectifi-
cation degrades the performance of segmentation network.
When placing a smaller value for margin ∆, insufficient rec-
tification provides suboptimal performance.

Loss Coefficient. We use a loss coefficient α to globally
control the rectification intensity of rectification loss Lrec.
In Fig. 5, we conduct empirical experiments to check the
influence of the loss coefficient. When we adjust the loss
coefficient α to evaluate segmentation network, we find that
the overall optimal choice of α is 1.0.

Different Group Split Strategy. As mentioned in
Sec 3.3, IC classes group is just the candidate set of cor-
rect classes and is not equivalent to the ground truth of OC
pixels. So we have to filter out some useless classes in IC
classes group. We compare this adaptive strategy ada(·) to
two brute force strategies: 1). all (·) which means selecting
all tag labels into IC classes group; 2). max (·) which means
only selecting anchor class (i.e., the class with max predic-
tion score) into IC classes group. In Tab. 4a, we can find
that the OCR with all (·) strategy decreases the baseline per-
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Figure 6. Effectiveness analysis of our proposed method. (a). The
rate of images with Out-Of-Candidate error on Pascal VOC 2012
val split. (b). The mIoU metric on Pascal VOC 2012 val split. We
choose SEAM as our baseline in this experiment.

Gic Goc mIoU

None None 64.5

all (S ∪ {bg}) S 63.4 ( ↓ 1.1 )

max (S ∪ {bg}) S 67.2 ( ↑ 2.7 )

ada (S ∪ {bg}) S 67.8 ( ↑ 3.3 )

(a) IC/OC group split.

Rec. Pixels mIoU

None 64.5

IC 64.7 ( ↑ 0.2 )

OC 67.8 ( ↑ 3.3 )

ALL 66.9 ( ↑ 2.4 )

(b) Rectified pixels select.

Table 4. Ablation study of (a). IC/OC group split strategy; (b).
Rectified pixels select strategy. “Rec. Pixels” means those pix-
els which will be rectified by our OCR. max (·) denotes select the
anchor class which has max prediction score in IC classes group.
ada (·) denotes selecting class by considering prior and posterior
correlation information. These experiments are based on SEAM.

formance by 1.1% mIoU which shows that useless classes
in IC classes group cause negative effect. In contrast, we
find that ada (·) and max (·) strategies can improve the per-
formance of baseline by 2.7% and 3.3% mIoU. The com-
parison above tells us that it is necessary to remove useless
classes in IC classes group. Besides, the ada (·) group split
strategy is more effective than the max (·) strategy, which
means the anchor class is not always the correct class of
OC pixels and our adaptive strategy can keep the correct
class of OC pixels better than the max (·) strategy.

Different Pixel Selection Strategy. Pixel selection strat-
egy controls the operation domain of OCR. In Tab. 4b, we
find that if we only rectify IC pixels, the OCR only brings
a negligible 0.2% mIoU improvement for baseline. If we
rectify all of the pixels in an image, the OCR improves the
performance of the baseline by 2.4% which is lower than
only rectifying the OC pixels. So using OCR to extra rec-
tify IC pixels is unnecessary and may cause a suboptimal
effect for rectifying OC pixels. Only using OCR to rectify
OC pixels achieve optimal improvement for the baseline.

Error Rate Analysis. In order to verify if the OCR can
suppress the occurrence of OC pixels, we count the propor-
tion of OC error predictions of baseline and our method on
Pascal VOC val split. As shown in Fig. 6a, our proposed
OCR significantly reduces the proportion of OC error for
the baseline methods (i.e., AffinityNet, SEAM and MCT-
former) from 32.4%, 21.5% and 22.4% to 9.7%, 10.1% and
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Figure 7. Qualitative segmentation results comparison between baseline methods and our methods. Prediction results from baseline
methods usually contain Out-Of-Candidate pixels on both Pascal VOC and MS COCO dataset (2nd and 5th columns). Our methods (OCR)
can fix these pixels to correct class (3rd and 6th columns). Yellow boxes are used to highlight the effect of our method.

7.9%. With the reduction of OC error, the performance of
baseline models is synchronously improved from 61.7%,
64.5% and 71.9% mIoU to 64.9%, 67.8% and 72.9% mIoU.

4.4. Qualitative Analysis

Fig. 7 depicts qualitative comparisons of our method
with baselines against vanilla baselines (i.e., AffinityNet,
SEAM and MCTformer) over representative examples on
both VOC and COCO datasets. It clearly shows that those
OC pixels occurring on baseline predictions are rectified af-
ter adopting our OCR whether it is a simple scenario that
only contains a single object (e.g., the first row and the last
three columns) or a complex scenario that contains multiple
objects (e.g., the second row and the first three columns).

5. Conclusion
In this paper, we observe that previous WSSS methods

usually output pixels whose semantic categories are in con-

tradiction with image-level candidate tags. Then we pro-
pose some new concepts (OC/IC) to describe this special
type of segmentation error. To tackle these errors, we pro-
pose Out-of-Candidate Rectification (OCR). The OCR first
defines IC and OC classes group. Then we formulate the
relationship between IC and OC groups by a group rank-
ing problem. Finally, we derive a differentiable rectification
loss to solve the group ranking problem for suppressing the
OC phenomenon. We incorporate OCR with several repre-
sentative baseline methods for evaluation. The experiments
show that our OCR can consistently improve baseline meth-
ods on both Pascal VOC and MS COCO datasets, which can
demonstrate the effectiveness and generality of our OCR.
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