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Abstract
In the field of out-of-distribution (OOD) detection, a previous method that use auxiliary data as OOD data has shown promising performance. However, the method provides an equal loss to all auxiliary data to differentiate them from inliers. However, based on our observation, in various tasks, there is a general imbalance in the distribution of the auxiliary OOD data across classes. We propose a balanced energy regularization loss that is simple but generally effective for a variety of tasks. Our balanced energy regularization loss utilizes class-wise different prior probabilities for auxiliary data to address the class imbalance in OOD data. The main concept is to regularize auxiliary samples from majority classes, more heavily than those from minority classes. Our approach performs better for OOD detection in semantic segmentation, long-tailed image classification, and image classification than the prior energy regularization loss. Furthermore, our approach achieves state-of-the-art performance in two tasks: OOD detection in semantic segmentation and long-tailed image classification.

1. Introduction
Deep neural networks are used in a variety of fields such as image classification [22] and semantic segmentation [11]. However, there is a challenge in the practical use of deep neural networks in areas where safety is crucial, such as autonomous driving and medical diagnosis [20, 25]. In particular, deep neural networks have the issue of providing high confidence to out-of-distribution (OOD) samples that are not used for training [15]. As a result, Maximum softmax probability (MSP) score has been proposed to identify these OOD samples [17]. Based on the score, OOD detection performance is evaluated by metrics (e.g., AUROC, FPR). Both in image classification [18, 24, 26, 29, 30, 38, 40, 43, 46] (including long-tailed image classification [43]) and semantic segmentation [1–3, 5, 10, 12, 16, 19, 28, 33, 36, 41], different approaches have been suggested to enhance the OOD detection performance. Among them, we concentrate on the methods using auxiliary data as OOD data which indicate superior OOD detection performance to the previous methods that only use in-distribution samples.

Outlier Exposure (OE) utilizes an auxiliary dataset of outliers to improve OOD detection performance [18]. The auxiliary data is consist of classes that do not overlap with the in-distribution data and the test OOD data. OE leverages the cross-entropy loss for the existing training data and the regularization loss for the auxiliary data. The cross-entropy loss that results from giving the auxiliary data a uniform label is the regularization loss of OE. Meanwhile, a new energy score has been introduced in Energy-based OOD detection (EnergyOE) which replaces the MSP score [29]. Furthermore, EnergyOE suggests an energy regularization loss that differs from that of OE to enhance performance. The squared hinge loss for energy with every existing (in-distribution) piece of data and every auxiliary (OOD) piece of data is added to create the energy regularization loss. Similarly, in semantic segmentation, the OOD detection performance is enhanced by using the auxiliary dataset of the outlier. Meta-OOD [5] organized the auxiliary dataset of the outlier by scenes of the COCO dataset [27]. Although the process of creating the auxiliary data is different from image classification, the training loss is comparable. Meta-OOD adopts the regularization loss proposed by OE. Recently, PEBAL [41] also adopts energy regularization loss proposed by EnergyOE.

However, when regularizing auxiliary data, the existing methods for OOD detection do not take into account variations between auxiliary data samples. The variations are severe especially on real data such as semantic segmentation for autonomous driving. As seen in Figure 1a, for the pre-trained model, the class distribution of the auxiliary OOD data is not uniform across classes, i.e., imbalanced. To address the imbalanced problem, we regularize the auxiliary data differently for each sample. To achieve this, we propose a balanced energy regularization loss to apply higher regularization to majority classes than minority classes in
auxiliary data. In other words, auxiliary samples of majority classes receive a larger energy constraint than samples of minority classes. We introduce the term $Z$, which indicates whether a sample belongs to the majority or minority of a class. $Z$ is the weighted sum of the softmax output of the classification model for a sample (i.e., the posterior probability of a class for a given sample), where the weight is the prior probability for the class. Unlike the existing energy regularization loss, our balanced energy regularization loss adjusts to the value of $Z$ for an auxiliary data sample. Two adaptive loss components make up our loss: loss margin and loss weight. The adaptive loss margin provides an additional $Z$-proportional margin in the squared hinge loss for auxiliary data. The adaptive loss weight gives a weight proportional to $Z$ to the squared hinge loss.

We confirm our novel loss in three tasks: semantic segmentation, long-tailed image classification, and image classification. The proposed loss is simple but generally effective for various tasks. Figure 1b illustrates how our method outperforms the previous state-of-the-art (SOTA) algorithm PEBAL in the semantic segmentation task by replacing the energy regularization loss with our loss. OOD detection performance is also enhanced when using our loss compared to the baseline (EnergyOE) which use only energy regularization loss. In all image classification tasks, we evaluate our method on semantically coherent OOD detection (SC-OOD) benchmark [46]. In long-tailed image classification task, our approach reveals superior OOD performance compared to both OE and EnergyOE methods which use auxiliary data. In addition, our approach outperforms the previous SOTA method PASCL [43]. Similarly, in the image classification task, we demonstrate the superiority of our loss by outperforming both OE and EnergyOE, which make use of auxiliary data. The contributions are summarized as:

- By making inferences based on previously trained models, we explain the imbalanced distribution of auxiliary OOD data.
- We suggest a novel balanced energy regularization loss to address the class imbalance in auxiliary OOD data.
- The proposed balanced loss performs better for OOD detection than the previous energy regularization loss.
- The SOTA performance for OOD detection in two tasks is achieved by our OOD detection method.

2. Related Work

2.1. OOD in Image Classification

In the image classification task, there are two main approaches for OOD detection in deep neural networks. The first is a method to attain prediction uncertainty for a pre-trained model [24, 26, 29, 40]. The second approach modifies the architecture or loss based on new training [9, 15, 18, 29, 38]. The first method primarily suggests new measures to boost performance. Proposed measures include the baseline MSP [17], Mahalanobis distance [24], the distance from the distribution of the Gram matrix [40], and free energy whose value is computed from the logit rather than the probability [29].
2.2. OOD in Semantic Segmentation

In general, semantic segmentation’s OOD detection benchmarks [3, 16, 28] resolve the detection problem of OOD that appears in complex urban driving scenes [8]. The assessment method follows the same criteria as image classification [17], but instead of evaluating images as a whole, it does so pixel-by-pixel. Similarly, there are numerous ways to enhance OOD detection by putting forth new measures such as MSP [16], Entropy [17], Mahalanobis [24], and Energy [29]. Newly proposed methods include Max Logit [16], which is the maximum value of logit, and Standardized Max Logit (SML) [19], which is improved by reducing the deviation of logit by class. On the other hand, Bayesian Deeplab [36] measures uncertainty through a dropout layer based on Bayesian estimation. Image Resynthesis [28] and Synboost [10] are algorithms that reconstruct and use new data from existing data through a generative model.

Similar to the task of classifying images, the majority of the top techniques use auxiliary data as OOD data. The OOD data is synthesized by cut-pasting the object’s mask from auxiliary dataset, or is raw pixels from auxiliary dataset. These approaches get the mask or pixels from auxiliary dataset, or is raw pixels from auxiliary dataset. By adopting the regularization loss suggested by OE and using additional post-processing, Meta-OD [5] enhances performance. PEBAL [41] also adopts the energy regularization loss proposed by EnergyOE and boost its performance through abstinence learning and some additional regularization losses. DenseHybrid [12] utilizes a hybrid model of discriminative and generative classifiers. The following approach [1, 2] are based on a binary classifier.

2.3. OOD in Long-tailed Image Classification

Real-world data frequently exhibits a long-tail distribution, and learning from such imbalanced data has been questioned [13]. Deep neural networks demonstrate the degradation of performance when training on data with class imbalance [4]. There are primarily two approaches resolving the issue of class imbalance. The first is a technique for readjusting the weights for each sample in the training loss [4, 39]. The second approach is a method to train multiple expert models to ensemble [44].


3. Proposed Method

3.1. Preliminary

We can formalize a discriminative neural classifier as \( f(x) : \mathbb{R}^D \rightarrow \mathbb{R}^K \), which maps an input image \( x \) with \( D \) dimension to a real-valued vector (logit) with \( K \) dimension which is a number of classes. Probability vector \( F(x) \) is computed as \( \text{Softmax}(f(x)) \), which satisfies \( \sum_{y=1}^{K} F(x) = 1 \) and \( F(x) \geq 0 \). \( y \in \{1, 2, \ldots, K\} \) represents the class label. \( f_y(x) \) and \( F_y(x) \) indicates the \( y \) th index of \( f(x) \) and \( F(x) \), respectively.

Outlier Exposure(OE) [18] leverages the cross-entropy loss for the existing training (in-distribution) data and the regularization loss for the auxiliary (OOD) data. The minimization goal for the maximum softmax probability baseline detector is as follows:

\[
\min_y \mathbb{E}_{(x,y) \sim D_{\text{train}}} [-\log F_y(x)] + \lambda L_{\text{OE}},
\]

where \( L_{\text{OE}} = \mathbb{E}_{x \sim D_{\text{train}}} \mathbb{E}_{u \sim D_{\text{out}}} [H(u; F(x))] \), whereas \( D_{\text{in}} \) and \( D_{\text{out}} \) denote the in-distribution(ID) training set and the OOD training set, respectively. \( u \) is uniform distribution and \( H \) is cross entropy loss. \( L_{\text{OE}} \) is a regularization loss for OE

Energy-based OOD detection (EnergyOE) also leverages the cross-entropy loss for the training (ID) data and the regularization loss for the auxiliary (OOD) data. However, EnergyOE proposes energy regularization loss \( L_{\text{energy}} \) different from that of \( L_{\text{OE}} \), which is given by

\[
L_{\text{energy}} = L_{\text{in,hinge}} + L_{\text{out,hinge}}
\]

\[
= \mathbb{E}_{(x_{\text{in}},y) \sim D_{\text{train}}} \left[ \left( \text{max}(0, E(x_{\text{in}}, y) - m_{\text{in}}) \right)^2 \right] + \mathbb{E}_{x_{\text{out}} \sim D_{\text{out}}} \left[ \left( \text{max}(0, E(x_{\text{out}}) - m_{\text{out}}) \right)^2 \right],
\]

where \( E(x; f) = -T \cdot \log(\sum_{j=1}^{K} e_{j}(x)/T) \). Energy function \( E(x; f) \) is computed as LogSumExp of logit with temperature scaling. In most cases, temperature \( T=1 \). Energy regularization loss is the sum of squared hinge losses for energy with each of the existing (ID) data and the auxiliary (OOD) data.

3.2. Balanced Energy regularization loss

Given the property of an OOD sample, our balanced energy regularization loss performs various regularizations for
the OOD training data. The property of the OOD sample is modeled in the new term \( Z \), which measures whether a sample belongs to a majority class or a minority class. The MAIN idea of our loss is to use a larger regularization to OOD samples of majority classes compared to OOD samples of minority classes.

For the OOD data, we created the \( Z \) term to measure whether a sample is of the majority or minority class. We require the prior probability of the OOD distribution to determine which class is the majority. Through inference on the pre-trained model of OOD data represented as auxiliary data, we obtain \( N_i \), which is the number of samples that are classified as class \( i \). Next, the prior probability of the OOD distribution is estimated by

\[
P(y = i|a) = \frac{N_i}{N_1 + N_2 + \ldots + N_K}.
\]

Using the discriminative neural classifier \( f \), the posterior probability of the \( i \)-th class for a given image \( x \) is obtained by the softmax on the output of \( f \), that is,

\[
P(y = i|x, o) = \frac{e^{f_i(x)}}{\sum_{j=1}^{K} e^{f_j(x)}}.
\]

The higher the posterior probability of \( i \)-th class for \( x \), the higher the probability that \( x \) belongs to \( i \)-th class. And the higher the posterior probability of \( i \)-th class, the higher the probability that \( i \)-th class is a majority class. Hence the higher the posterior probability of \( i \)-th class, the higher the probability that \( x \) belongs to a majority class \( i \). From this result, a metric \( Z \) to measure a possibility that \( x \) belongs to majority classes, is defined by

\[
Z = \sum_{j=1}^{K} P(y = j|x, o)P(y = j|o).
\]

In addition, we model additional generalized prior probability using hyperparameter \( \gamma \). The degree of prior difference between classes is controlled by the hyperparameter \( \gamma \). Finally, the generalized version \( Z_\gamma \) is defined by

\[
Z_\gamma = \sum_{j=1}^{K} P(y = j|x, o)P_\gamma(y = j|o),
\]

where \( P_\gamma(y = i|o) = L^1 \text{norm}\{P^\gamma(y = i|o)\} \). For numerical stability, we apply L1-normalization after multiplying prior probability \( P(y = i|o) \) by itself \( \gamma \) times. If \( \gamma = 0 \), then we model uniform prior probability and \( Z_\gamma \) becomes constant value \( \frac{1}{K} \). If \( \gamma \) is negative, we model the inverse distribution of prior probability. As \( \gamma \) increases, the difference among prior probabilities of classes increases. Based on the \( Z_\gamma \) term, we design our balanced Energy regularization loss as follows.

\[
L_{\text{energy,bal}} = L_{\text{in,hinge}} + L_{\text{out,bal}}
\]

\[
= E_{(x,y) \sim D_{\text{train}}}[(\max(0, E(x) - m_{\text{in}}))^2] + E_{x \sim D_{\text{out}}}[(\max(0, E(x) - m_{\text{out}} - \alpha Z_\gamma))^2 Z_\gamma],
\]

where \( E(x; f) = -T \cdot \log(\sum_{j=1}^{K} e^{f_j(x)})/T \). Our loss \( L_{\text{energy,bal}} \) is the sum of \( L_{\text{in,hinge}} \) and \( L_{\text{out,bal}} \). \( L_{\text{in,hinge}} \) is squared hinge loss for in-distribution data, which is same as in Eq. (2). \( L_{\text{out,bal}} \) is our novel loss with two adaptive loss components that depend on \( Z_\gamma \). The margin is the first component and the weight is the second component. As \( Z_\gamma \) of a training sample increases, the loss margin and loss of weight increase, thus increasing the overall loss. First, the adaptive loss margin provides an additional \( Z_\gamma \)-proportional margin in the squared hinge loss for auxiliary data. As a result, our adaptive loss margin is defined by \( \alpha \cdot Z_\gamma \), which is \( Z_\gamma \) multiplied by hyperparameter \( \alpha \). Second, the adaptive loss weight gives a weight proportional to \( Z_\gamma \) for the squared hinge loss. Thus, the squared hinge loss is multiplied by our adaptive loss weight \( Z_\gamma \) at the end.

3.3. Training Procedure

**Algorithm 1: Balanced Energy Learning**

**Input:** \( f \): Pre-trained model  
**Data:** \( D_{\text{in}} \): in-distribution training set,  
\( D_{\text{out}} \): OOD training set

**Step1: Inference on OOD training set**

Load the weight of pre-trained model \( f \), \( N_j \leftarrow 0 \), for all \( j=1 \) to \( K \)  
for \( t = 1 \) to \( T_1 \) do  
Sample a mini batch \( D_{\text{mini}, o} \) from \( D_{\text{out}} \)  
Inference on the mini batch \( f(D_{\text{mini}, o}) \)  
for \( j = 1 \) to \( K \) do  
\( n_j \leftarrow \text{count}(\max f(D_{\text{mini}, o}), j) \)  
\( N_j \leftarrow N_j + n_j \)
Compute prior probability of OOD as Eq. (3).

**Step2: Fine-tuning the pre-trained model**

for \( t = T_1 \) to \( T_2 \) do  
Sample mini-batches \( D_{\text{mini}, i} \) and \( D_{\text{mini}, o} \) from \( D_{\text{in}} \) and \( D_{\text{out}} \), respectively.  
Update unfrozen classification layers of \( f \) by minimizing Eq. (8).

Our method leverages the cross-entropy loss for the existing training (ID) data and the regularization loss for the auxiliary (OOD) data as Outlier Exposure (OE). Therefore, our minimizing objective is as follows:

\[
\min_{\theta} \mathbb{E}_{(x,y) \sim D_{\text{train}}}[-\log F_y(x)] + \lambda L_{\text{energy,bal}}.
\]
cut-pasted OOD mask from auxiliary data. Finally, our approach entails two steps. The first step is to determine $N_i$ by concluding model $f$, after which the prior probability of OOD is calculated. The process of fine-tuning using our balanced energy regularization loss is the second step.

4. Experiments

4.1. Experiment Settings

4.1.1 Dataset

Semantic segmentation task: We use Cityscapes [8] dataset as ID data. We use the object mask of COCO [27] dataset as auxiliary data. For the OOD test data, we use Fishyscapes [3] dataset and Road Anomaly [28] dataset.

Long-tailed image classification task: We use two long-tailed image classification datasets CIFAR 10-LT [4] and CIFAR 100-LT [4] as ID data. Imbalance ratio $\rho=100$ following [43], we utilized TinyImages 80M [42] dataset as auxiliary data. For the OOD test data, we use six datasets (CIFAR [21], Texture [7], SVHN [37], LSUN [47], Places365 [49], and TinyImageNet [23]) introduced in the SC-OOD benchmark [46].

Image classification task: We use CIFAR10 [21] and CIFAR100 [21] as ID data, and the rest are the same as in the case of long-tailed.

4.1.2 Model

Following [41], we use the semantic segmentation model of Deeplabv3+ like architecture with a WideResNet38 [50]. In long-tailed image classification and image classification task, we use ResNet18 [14] model as in [43]. To confirm generality in the long-tailed image classification task, we also use the WideResNet (WRN-40-2) [48] model.

4.1.3 Implementation Details

In semantic segmentation task, we employ a similar method as PEBAL [41], we load the semantic segmentation pre-trained model by NVIDIA [50] on the Cityscapes dataset. As in PEBAL, we build the auxiliary data by cutting and pasting the mask from the COCO data. The prior probability is then driven from OOD pixels for random sample of 10000 scene images. We use the same training configuration as PEBAL for fine-tuning, with 20 epochs, Adam as the optimizer, and a learning rate of 0.00001. The distinction is that batch size is configured to be 8.

In both long-tailed and normal image classification, we employ a similar method as EnergyOE [29]. By using the ST method, we can obtain a pre-trained model following the setting of OE [18]. Our auxiliary dataset is a subset of TinyImages80M with 300K images. Next, 300K images are used to extract the prior probability. We only use 30K subset images for training following PASCAL [43]. For fine-tuning, we use an almost identical training setting as EnergyOE, where the initial learning rate is 0.001 with cosine decay [32] and the batch size is 128 for in-distribution data and 256 for unlabeled OOD training data. The difference is that the number of epochs is 20 for a long-tailed task. We follow the hyperparameter settings of [29,41]. We summarize our hyperparameter setting for all tasks in Table 1.

4.2. Semantic Segmentation

Table 2 shows the results of our approach on the Fishyscapes leaderboard. The technique that replaces the energy regularization loss in PEBAL with our balanced energy regularization loss is known as our balanced energy PEBAL. Our approach outperforms PEBAL and achieves SOTA in a methodology that utilize OOD data and require no extra network.

Table 3 presents the results of our method on the Fishyscapes validation sets and Road Anomaly test set.
Here, we compare our method with not only PEBAL, but also EnergyOE, which is a baseline that use only energy regularization loss. We show that our loss enhances both energyOE, which is a baseline that use only energy regularization loss. We show that our loss enhances both methods; average (over 6 datasets) OOD detection performance (AUROC, AP, FPR) and classification accuracy (ACC).

### 4.3. Long-Tailed Image Classification

Table 4a shows the CIFAR10-LT experiment results of our method compared to the existing baselines (OE, EnergyOE). We present the average of all over six random runs (OE, EnergyOE, Ours). (b): Comparison result with other methods; average (over 6 datasets) OOD detection performance (AUROC, AP, FPR) and classification accuracy (ACC).
4.4. Image Classification

Similar to the long-tailed image classification task, we compare our approach with the existing baselines (OE, EnergyOE). Table 6a depicts the summary of CIFAR10 experiment results which is the average performance over 6 datasets compared to the other methods. The accuracy performs marginally worse than using energy regularization loss, which is different from long-tailed case. However, the OOD performance is still improved compared to using energy regularization loss. Table 6b illustrates the summary of CIFAR100 experiment results which are the average performance over 6 datasets compared to the other methods. Similar to the CIFAR10 experiment, OOD performance improves when using our losses compared to baseline.

5. Discussion

5.1. Empirical Analysis

We define the novel term Energy Gap as $\mathbb{E}[E(x_{in,i})] - \mathbb{E}[E(x_{out,i})]$, which measures the average energy gap between ID data and OOD data. We can measure it class-wise and $i$ th class Energy Gap is $\mathbb{E}[E(x_{in,i})] - \mathbb{E}[E(x_{out,i})]$. Finally, the class-wise Total Energy Gap is defined as $(\mathbb{E}[E(x_{in,i})] - \mathbb{E}[E(x_{out,i})]) \cdot N_{out,i}$ by multiplying frequency of class $i$ OOD data. Intuitively, the larger the Total Energy Gap, the larger the energy gap between ID and OOD, and the better the OOD detection performance. Figure 2a compares the results of our method and PEBAL with regard to the class-wise Total Energy Gap. We see that this gap is elevated in the majority class, like the road.

Figure 2b shows the difference in Total Energy Gap between PEBAL and ours. As shown in Figure 2b, class-wise difference distribution shown in orange is similar to the prior probability shown in blue, which infers that our balanced energy regularization effectively works. Furthermore, by improving the gap on the majority class effectively, the advanced energy regularization effectively works. Furthermore, compared to the other methods. When compared to the baseline results for the model before fine-tuning, our approach performs better. The point to note is that accuracy also improves compared to using the energy regularization loss. When evaluating the accuracy, PASCL has stage 2 which uses the loss proposed by AdjLogit [34] to improve long-tailed classification accuracy. For a fair comparison with PASCL, we also report our accuracy after going through stage 2 used by PASCL. Our method outperforms the SOTA algorithm, PASCL.

Table 5a details the comparison between the CIFAR100-LT experiment results and the current baselines (OE, EnergyOE). We present the average of all six random runs (OE, EnergyOE, Ours). 15 out of 18 show better performance than baseline in AUROC, AP, and FPR. Table 5b presents the summary of CIFAR100-LT experiment results which is the average performance over 6 datasets compared to the other methods. Similarly, as CIFAR10-LT, accuracy also improves compared to using the energy regularization loss. Our method outperforms the SOTA algorithm, PASCL.

Table 6a presents the summary of CIFAR10 experiment results which are the average performance over 6 datasets compared to the other methods. The accuracy performs marginally worse than using energy regularization loss, which is different from long-tailed case. However, the OOD performance is still improved compared to using energy regularization loss. Table 6b illustrates the summary of CIFAR100 experiment results which are the average performance over 6 datasets compared to the other methods. Similar to the CIFAR10 experiment, OOD performance improves when using our losses compared to baseline.

Table 6. Evaluation result on CIFAR using ResNet18; average (over 6 datasets) OOD detection performance (AUROC, AP, FPR) and classification accuracy (ACC) (a): Result on CIFAR10 (b): Result on CIFAR100

(a)

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Method</th>
<th>AUROC%</th>
<th>AP↑%</th>
<th>FPR↓%</th>
<th>ACC↑%</th>
</tr>
</thead>
<tbody>
<tr>
<td>Average</td>
<td>MSP <a href="ST">17</a></td>
<td>89.25</td>
<td>86.63</td>
<td>31.32</td>
<td>93.69</td>
</tr>
<tr>
<td></td>
<td>Energy <a href="ST">29</a></td>
<td>91.55</td>
<td>89.88</td>
<td>29.07</td>
<td>93.69</td>
</tr>
<tr>
<td></td>
<td>OEC [38]</td>
<td>96.33</td>
<td>95.38</td>
<td>14.36</td>
<td>91.57</td>
</tr>
<tr>
<td></td>
<td>OE <a href="tune">18</a></td>
<td>95.68</td>
<td>95.36</td>
<td>18.20</td>
<td>93.37</td>
</tr>
<tr>
<td></td>
<td>EnergyOE <a href="tune">29</a></td>
<td>96.77</td>
<td>96.72</td>
<td>14.82</td>
<td>93.30</td>
</tr>
<tr>
<td></td>
<td>Ours</td>
<td>96.85</td>
<td>96.70</td>
<td>14.51</td>
<td>93.00</td>
</tr>
</tbody>
</table>

(b)

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Method</th>
<th>AUROC%</th>
<th>AP↑%</th>
<th>FPR↓%</th>
<th>ACC↑%</th>
</tr>
</thead>
<tbody>
<tr>
<td>Average</td>
<td>MSP <a href="ST">17</a></td>
<td>76.14</td>
<td>71.29</td>
<td>62.78</td>
<td>75.70</td>
</tr>
<tr>
<td></td>
<td>Energy <a href="ST">29</a></td>
<td>79.78</td>
<td>73.31</td>
<td>57.59</td>
<td>75.70</td>
</tr>
<tr>
<td></td>
<td>OEC [38]</td>
<td>84.03</td>
<td>77.94</td>
<td>45.26</td>
<td>69.55</td>
</tr>
<tr>
<td></td>
<td>OE <a href="tune">18</a></td>
<td>82.76</td>
<td>77.93</td>
<td>51.72</td>
<td>74.33</td>
</tr>
<tr>
<td></td>
<td>EnergyOE <a href="tune">29</a></td>
<td>85.84</td>
<td>80.99</td>
<td>43.02</td>
<td>74.95</td>
</tr>
<tr>
<td></td>
<td>Ours</td>
<td>85.85</td>
<td>80.91</td>
<td>42.93</td>
<td>74.83</td>
</tr>
</tbody>
</table>

Figure 2. Analysis results of our method in the semantic segmentation task (Fishyscapes Lost&Found validation set) (a): Comparison of the class-wise total energy gap of PEBAL and our method; (b): class-wise total energy gap difference between PEBAL and our method.
Table 7. Evaluation result on semantic segmentation task depending on \( \gamma \) : OOD detection performance (AUROC, AP, FPR) and classification accuracy (MIOU) for Cityscapes validation sets on the Fishyscapes validation sets.

<table>
<thead>
<tr>
<th>Method</th>
<th>Loss Component</th>
<th>ACC( \uparrow )</th>
<th>Average (total 6)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Name</td>
<td>( \gamma )</td>
<td>AUC( \uparrow )</td>
</tr>
<tr>
<td></td>
<td>EnergyOE</td>
<td>0.00</td>
<td>74.53</td>
</tr>
<tr>
<td></td>
<td>Balanced</td>
<td>0.10</td>
<td>75.03</td>
</tr>
<tr>
<td></td>
<td>EnergyOE</td>
<td>0.25</td>
<td>75.23</td>
</tr>
<tr>
<td></td>
<td>Balanced</td>
<td>0.50</td>
<td>75.92</td>
</tr>
<tr>
<td></td>
<td>EnergyOE</td>
<td>0.75</td>
<td>76.22</td>
</tr>
<tr>
<td></td>
<td>Balanced</td>
<td>1.00</td>
<td>74.85</td>
</tr>
<tr>
<td></td>
<td>EnergyOE</td>
<td>1.25</td>
<td>72.38</td>
</tr>
<tr>
<td></td>
<td>Inv-Balanced</td>
<td>-0.75</td>
<td>64.24</td>
</tr>
</tbody>
</table>

5.2. Ablation Study

5.2.1 Hyperparameter Analysis

As discussed in Section 3.2, the hyperparameter \( \gamma \) controls the degree of prior difference between classes. We fix \( \alpha \) as in Table 1 and find the best \( \gamma \) starting from base case of \( \gamma = 0 \). For accurate implementation of baseline EnergyOE, we only set \( \alpha = 0 \), when \( \gamma = 0 \). For semantic segmentation task and long-tailed image classification task as in Table 7 and Table 8, we obtain a common tendency for \( \gamma \). First, as \( \gamma \) becomes larger than 0, the OOD detection performance and accuracy improves, then obtain an optimal value and decrease again. Second, in the inverse case where \( \gamma \) becomes smaller than 0, both OOD detection performance and accuracy are worse than the baseline. This would be evidence of the efficiency of prior probability.

5.2.2 Loss Component Analysis

Table 9. Results of the loss component ablation on Fishyscapes validation sets in semantic segmentation task.

<table>
<thead>
<tr>
<th>Loss Component</th>
<th>FS Lost &amp; Found</th>
<th>FS Static</th>
</tr>
</thead>
<tbody>
<tr>
<td>Margin Weight</td>
<td>AUC( \uparrow )</td>
<td>AP( \uparrow )</td>
</tr>
<tr>
<td>xce</td>
<td>98.14</td>
<td>43.61</td>
</tr>
<tr>
<td>xce</td>
<td>98.31</td>
<td>47.10</td>
</tr>
<tr>
<td>xce</td>
<td>98.46</td>
<td>51.65</td>
</tr>
<tr>
<td>xce</td>
<td>98.42</td>
<td>54.58</td>
</tr>
</tbody>
</table>

As defined in Section 3.2, our balanced energy regularization loss has two adaptive loss components that depend on \( Z_\gamma \). For the semantic segmentation task and long-tailed image classification task as in Table 9 and Table 10, ablation results on two loss components show that we can achieve the best performance when using both adaptive loss margin and adaptive loss weight.

5.2.3 Network Analysis

Table 10. Results of the loss component ablation on both CIFAR10-LT and CIFAR100-LT in long-tailed image classification task.

To show the generality of our method, we perform a long-tailed image classification experiment on WideResNet (WRN-40-2) [48] instead of ResNet18 [14]. When \( \gamma \) is 0.5 (as in Table 1), we get optimal performance in both CIFAR10-LT and CIFAR100-LT, and the results are as summarized in Table 11a and Table 11b, respectively. Our approach outperforms the current baselines (OE, EnergyOE) on both CIFAR10-LT and CIFAR100-LT, similar to the case with ResNet18.

6. Conclusion

To solve the OOD detection issue in various tasks, we propose a new balanced energy regularization loss. The main idea of our loss is to apply large regularization to auxiliary samples of minority classes, compared to those of majority. We show the effectiveness of our novel loss through extensive experiments on semantic segmentation, long-tailed image classification, and image classification datasets. Limitations and potential negative social impacts are provided in the supplement.
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