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Abstract

We propose a scene-level inverse rendering framework
that uses multi-view images to decompose the scene into
geometry, a SVBRDF, and 3D spatially-varying lighting.
Because multi-view images provide a variety of informa-
tion about the scene, multi-view images in object-level in-
verse rendering have been taken for granted. However,
owing to the absence of multi-view HDR synthetic dataset,
scene-level inverse rendering has mainly been studied us-
ing single-view image. We were able to successfully per-
form scene-level inverse rendering using multi-view im-
ages by expanding OpenRooms dataset and designing ef-
ficient pipelines to handle multi-view images, and splitting
spatially-varying lighting. Our experiments show that the
proposed method not only achieves better performance than
single-view-based methods, but also achieves robust perfor-
mance on unseen real-world scene. Also, our sophisticated
3D spatially-varying lighting volume allows for photoreal-
istic object insertion in any 3D location.

1. Introduction

Inverse rendering is a technology used to estimate mate-
rial, lighting, and geometry from RGB color images. De-
composing a scene through inverse rendering enables var-
ious applications such as object insertion, relighting, and
material editing in VR and AR. However, since inverse ren-
dering is an ill-posed problem, previous studies have fo-
cused only on a part of the inverse rendering, such as in-
trinsic image decomposition [5, 6, 14,21], shape from shad-
ing [15,29,46], and material estimation [8,9,22,24,32].

Recent advances in GPU-accelerated physically-based
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Figure 1. The result of inverse rendering and floating chrome
sphere insertion in the unseen real-world scene. Since the single-
view-based method [19] relies only on contextual information, it
has difficulty estimating the complex material, geometry of the
real-world. Notice the spatially-consistent albedo of apples, elob-
orated normal, and realistic lighting reflected on the inserted ob-
ject. In previous work [ 19], they have limitations on floating object
insertion because they use per-pixel lighting.

rendering algorithms have made constructing large-scale
photorealistic indoor high dynamic range (HDR) image
dataset that include geometries, materials, and spatially-
varying lighting [25]. The availability of such dataset and
the recent success of deep learning technology have en-
abled seminal works on single-view-based inverse render-
ing [19, 20, 23, 40, 49, 50]. These methods have funda-
mental limitations in that they are prone to bias in train-
ing dataset despite having shown promising results. Specif-
ically, single-view-based inverse rendering must refer to
specular reflectance from the contextual information of
the image, making it less reliable for predicting complex
SVBRDF(spatially-varying bidirectional reflectance distri-
bution function) in the real-world. Fig. | shows such an
example, where decomposition has severely failed owing to
the complexity of the real-world scene. In addition, depth-
scale ambiguity makes it challenging to employ these meth-
ods to 3D applications such as object insertion.

In this paper, we introduce MAIR, the scene-level Multi-
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view Attention Inverse Rendering pipeline. MAIR exploits
multiple RGB observations of the same scene point from
multiple cameras and, more importantly, it utilizes multi-
view stereo (MVS) depth as well as scene context to esti-
mate SVBRDEF. As a result, the method becomes less de-
pendent on the implicit scene context, and shows better
performance on unseen real-world images. However, the
processing of multi-view images inherently requires a high
computational cost to handle multiple observations with oc-
clusions and brightness mismatches. To remedy this, we de-
sign a three-stage training pipeline for MAIR that can sig-
nificantly increase training efficiency and reduce memory
consumption. Spatially-varying lighting consists of direct
lighting and indirect lighting. Indirect lighting affected by
the surrounding environment makes inverse rendering dif-
ficult. Therefore, in Stage 1, we first estimate the direct
lighting and geometry, which reflect the amount of light en-
tering each point and in which direction the specular reflec-
tion appears. We estimate the material in Stage 2 using the
estimates of the direct lighting, geometry, and multi-view
color images. In Stage 3, we collect all the material, geom-
etry, and direct lighting information and finally estimate 3D
spatially-varying lighting, including indirect lighting. The
MAIR pipeline is shown in Fig. 2. We created the Open-
Rooms Forward Facing(OpenRooms FF) dataset as an ex-
tension of OpenRooms [25] to train the proposed network.
Our contribution can be summarized as follows:

e As summarized in Tab. 1, we believe this is the first
demonstration of using multi-view images to decom-
pose the scene into geometry, complex material, and
3D spatially-varying lighting without test-time opti-
mization. Also, we release OpenRooms FF dataset.

e We propose a framework that can efficiently train
multi-view inverse rendering networks. Our frame-
work increases the training efficiency by decomposing
lighting and separating the scene components by stage.

* Our method achieves better inverse rendering perfor-
mance than the existing single-view-based method,
and realistic object insertion in real-world is possible
by reproducing 3D lighting of the real-world.

2. Related Works

Inverse rendering. Research on inverse rendering has re-
ceived significant attention in recent years owing to the
development of deep learning technology. Yu et al. [42]
performed outdoor inverse rendering with multi-view self-
supervision, but their lighting is simple distant lighting. A
pioneering work by Li ef al. [19] conducted inverse ren-
dering on a single image, and IRISformer [50] further im-
proved the performance by replacing convolutional neural
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Method Input Material Lighting Insertion
VSG [40] single diffuse volume any
Lietal [19] single microfacet per-pixel surface
IRISformer [50] single microfacet per-pixel surface
PBE [20] single microfacet parametric any
SOLD [36] single X per-pixel surface
Zhu et al. [49] single microfacet(metalic) volume any
lighthouse [35] stereo X volume any
FreeView [31] multi glossy irradiance X
Zhang et al. [48] multi microfacet object X
PhotoScene [41] any microfacet parameteric any
Intrinsic3D [26] multi RGBD diffuse volume any
Zhang et al. [44] | multi RGBD diffuse parameteric any
MAIR (Ours) multi microfacet volume any

Table 1. Compared to previous works, our work is the first demon-
stration to perform multi-view scene-level inverse rendering.

networks (CNNs) with a Transformer [43]. PhyIR [23] ad-
dressed this problem using panoramic image. However, the
lighting representation in [19,23,50] is a 2D per-pixel envi-
ronment map, which is insufficient for modeling 3D light-
ing. Li et al. [20] adopted a parametric 3D lighting repre-
sentation; however, it fixed with two types of indoor light
sources. The recently introduced Zhu ef al. [49] demon-
strated realistic 3D volumetric lighting based on ray trac-
ing. But, since these prior works [19,20,23,42,49,50] are
all single-view-based, they inherently rely on the scene con-
text, making these methods less reliable for unseen images.
In contrast, the proposed method can estimate BRDF and
geometry more accurately by utilizing the multi-view cor-
respondences as additional cues for inverse rendering.
Lighting estimation. Lighting estimation has been stud-
ied not only as a sub-task of the inverse rendering but
also an important research topic [10-12, 33]. In Light-
house [35], 3D spatially-varying lighting was obtained by
estimating the RGBA lighting volume. Wang et al. [40]
estimated a more sophisticated 3D lighting volume by re-
placing RGB with a spherical Gaussian in lighting vol-
ume. However, because the methods in [35, 40] assume
Lambertian reflectance, they cannot represent complex indi-
rect lighting and have limitations in expressing HDR light-
ing due to weak-supervision with LDR dataset [18]. On
the other hand, the proposed method can handle complex
SVBRDF and HDR lighting well because we trained our
model on the large indoor HDR dataset [25]. Recently, a
study on spatially-varying lighting estimation in the out-
door scenes [36, 39] was introduced. Because they focus
on outdoor street scenes, they cannot clearly reproduce the
indirect lighting by the scene material.

Multi-view inverse rendering and neural rendering. Ear-
lier works such as Intrinsic3D [26] and Zhang ef al. [44]
perform multi-view inverse rendering without deep learn-
ing, but require additional equipment to obtain RGB-D im-
ages. 3D geometry-based methods [2, | 7,28] require addi-
tional computation to generate mesh. PhotoScene [41], in
particular, requires external CAD geometry, which should
be manually aligned for each object. Moreover, all of these
methods require test-time optimization. In contrast, we only



— ~ 1
ﬁ —>  InDLNet nié SpecNet Fspec MVANet feroE RefineNet
Incident Direct
f—— m Lighting Parameters
. el S Rar s ContextNet I et
Vg
L TL T
Viewing Direction = ii’.if.i

’.5 3’3 Y
————>  ExDLNet rf s | oA R
"“ 1"‘ vl A(Albedo)
VpL(Exitant Direct W ¥ gor Vi St )
NormalNet Lighting Volume) Multi-view RGB age
B sy &S SVLNet ’
C(Confidence) -
Stage 1 Vsy1, (Spatially-Varying Lighting Volume) Stage 3

Figure 2. MAIR’s entire pipeline. Our method has reduced the difficulty of inverse rendering by splitting the scene components as small

as possible, and progressively estimating the scene components.

need per-view depth maps and we does not require 3D ge-
ometry or test-time optimization, making it more compu-
tationally efficient and much easier to apply to more gen-
eral scenes. Philip ef al. [30,31] demonstrated a successful
relighting with multi-view images; however, these meth-
ods cannot be used for applications such as object inser-
tion because they use trained neural renderers. The ad-
vent of NeRF [3, 4, 27] has led to a breakthrough in the
field of neural rendering research. Several recent meth-
ods [7,34,37,45,47,48] have successfully performed in-
verse rendering using multi-view images; however, they are
difficult to apply to scene-level inverse rendering because
they are only trained and tested on object-centric images.

3. Method

In this section, we describe the detailed architecture of
the proposed network, MAIR. Let K denote the number of
viewpoints; then, the inputs to the network are K triples,
where each triple is composed of an RGB image with H,W
size (I € R¥>*H*W)_depth map D e RH>W) “and its con-
fidence map (C € R”>*W). D and C are obtained using
a state-of-the-art MVS model [13]. We designed a three-
stage structure that progressively estimates the normal, di-
rect lighting, material, and spatially-varying lighting. The
entire MAIR pipeline is summarized in Fig. 2.

3.1. Stage 1 - Target View Analysis Stage

Stage 1 of MAIR comprises three estimation networks:
Normal map (NormalNet), Incident Direct Lighting (In-
DLNet), and Exitant Direct Lighting (ExDLNet). Inspired
by recent studies [19, 35, 40], we adopt spatially-varying
spherical Gaussians (SVSGs) [19] and volumetric spheri-
cal Gaussian (VSG) [40] for the representation of incident
lighting and exitant lighting, respectively.

Normal map estimation. Unlike single-view-based meth-
ods [19, 20, 40, 50], where normal information should be
inferred from the scene context, the normal map (N) can
be directly derived from the depth map. Thus, NormalNet
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can show robust performance especially for real-world im-
ages, where the distribution of image contents and geome-
try largely differs from the training data. Still, use of other
available information, including the RGB, depth gradient
map (VD € R¥*W), and confidence map, can help Nor-
malNet better handle unreliable depth predictions. Specifi-
cally, NormalNet is formulated as follows:

N = NormalNet(I, D, VD, C),N € R¥>*H>xW (1)

Incident direct lighting estimation. Given I, f), C, and
N obtained using NormalNet, we estimate SVSGs as a
lighting representation of incident direct lighting, which is
proven to be effective in modeling environment map [19].
The proposed InDLNet is formulated as follows:

{¢,}.{\s}.{n,} =IDLNet(I,N,D,C),  (2)

where &, € R? is the direction vector outward from the
center of the unit sphere, A\, € R is sharpness, and 77, € R?
is intensity. The environment map is then parameterized
with Sp SG lobes {£,, \s,m,}52,. For the s-th SG, its
radiance G(1) in the direction I € R? can be obtained as

Gl As, €,) = et HE—D), 3)

Using all Sp SG lobes, the incident radiance R;(1) in the
direction [ is expressed as

Sp
= " G(lm, A €, (4)
s=1

Lieral. [19] used Sp = 12 to represent complex spatially-
varying lighting; however, we found Sp = 3 to be sufficient
to model much simpler direct lighting. Also we used global
intensity to make the SVSGs spatially coherent.

Exitant direct lighting estimation. Although effective, the
above environment map alone is insufficient to model light-
ing in a 3D space. Thus, we adopt a voxel-based representa-
tion called VSG [40] to further model exitant direct lighting.
ExDLNet estimates exitant direct lighting volume Vpr, as

VbL = ExDLNet(I, IN,D é) Vpp € REXXXYXZ  (5)
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Figure 3. An illustration of MVANet when K=3. MVANet creates a value vector by encoding color, context feature, and specular feature,
and uses multi-view weights as attention to create multi-view aggregated features. Since our goal is to obtain the BRDF of target-view(1-

view), in level-2, only the value vector of target view is processed.

thre X, Y, and Z are the sizes of the volume. Each voxel
in Vpp contains opacity o and SG parameters (17, €, ).
From VSG, alpha compositing in the direction [ allows us

to calculate the incident radiance R (1) as follows:
Ngr n—1

=S I - am)enG (L, Ans &), (©)

n=1m=1

where N, is the number of ray samples, and 17,,,A,, and &,
are the SG parameters of the sample.

The intensity at which light converges at a point, i.e., in-
cident radiance, serves as guidance for the network to infer
diffuse and specular reflections. Meanwhile, information on
how light is present in 3D space, i.e., exitant radiance, helps
the network infer indirect lighting. Fig. 4 is an explana-
tion of the incident/exitant direct lighting. Note that these
two representations are not convertible and have different
physical-meanings. Please see supplementary for a detailed
description of direct lighting.

Estimation of E GT e R8*x16x3xHxw
- = -
6 Eq (4) Eq (6)
SVSGs € R5pX XHXWn A E ’ VoL(VSG) € R8xXx¥xz
for SpecNet ! Not Convertlble for SVLNet

Figure 4. Explanation of the incident/exitant direct lighting. E
means per-pixel direct lighting environment map.

3.2. Stage 2 - Material Estimation Stage

For BRDF estimation, the specular radiance must be
considered. To obtain a specular radiance feature f,.., we
propose a SpecNet. The diffuse radiance « and specular ra-
diance ~y of the microfacet BRDF model [ 16] are as follows:

n:—/L(l)noldl,neRB (7
™ N

v = /L(l)Bs(v,l,n,r)n ldl,y eR3 ()
1
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where a is diffuse albedo, I is lighting direction, L(1) is
lighting intensity, B; is specular BRDF, n is normal, 7 is
roughness, and v is viewing direction, respectively. Since
Eq. (8) is highly complicated, it is necessary to efficiently
encode inputs to make it easier for the network to learn. To
this intent, we first rewrite the arguments of B as following:

[F(v,h),(n-h)* n-l,n-v,r7|, 9)

where F is the Fresnel equation, and h is the half vec-
tor. Then, we approximate the lighting of Eq. (8) with the
SVSGs of Eq. (2). Since each SG lobe {&, A\,n} can be
thought of as an individual light source, £, 1, and A can be
regarded as I, L(l), and a parameter to approximate the in-
tegral, respectively. Consequently, « can be read as follows:

v = Zg ’U hs) n- h’ ) 7n’£san'v$nsa)‘sar)7 (10)

where g is a newly defined function from our reparameteri-
zation. Using Eq. (10), we define SpecNet as follows:

Sp
Floee =Y mSpecNet(F (vg, ha i), (7o - ho i),
s=1

ﬁ'ésvﬁ'vk7nsv>\5)7 (11)

ms — ]' lf”nS”ln.gS > 07 (12)
0 else,

where k is k-th view. A binary indicator m is used to ex-
clude SG lobes from ~y if the intensity of the light source
(IIngll1) is O or the dot product of the normal and light
axis (n - &) is less than 0. Since SpecNet approximates
Eq. (8) with this physically-motivated encoding, f,.. can
include feature for specular radiance information. In ad-
dition to SpecNet, we use ContextNet to obtain a context
feature map foopen = ContextNet(I, D, C, N) that contains



the local context of the scene. All views share f ., Of the
target view.

Next, a Multi-View Aggregation network (MVANet) is
used to aggregate fyec feonexr» a1d RGB across the pix-
els from all K views, which corresponds to the target view
pixel considering MVS depths. However, some of these
pixel values might have negative effect if they are from
the wrong surfaces due to occlusion. To consider occlu-
sion, the depth projection error in k-view, denoted as e, =
max(—log(| dx — 2 |),0), is calculated. dy, is the depth at
the pixel position obtained by projecting a point seen from
the target view onto k-view, and zj, is the distance between
the point and the camera center of k-view. The depth pro-
jection error e € R¥ is obtained by aggregating e;, from all
K views. We use multi-view weight w = ﬁ,w € RX
as attention weights during the multi-view feature aggrega-
tion in MVANet. Our intuition for material estimation is to
consider the mean and variance of RGB. MVANet first en-
codes the input for each view to produce a value vector q,
and produces a mean and variance of q according to w [38].
It is encoded again and produces a multi-view aggregated
feature m. Since m is created from weighted means and
variances, it has multi-view information considering occlu-
sion. This process is repeated once again for the target view.
See Fig. 3 for detailed structure of MVANet.

Since MVANet exploits only local features, long-range
interactions within the image need to be further considered
for inverse rendering [50]. Thus, we propose RefineNet for
albedo (A € R¥>*HxW) roughness(R € R¥*W) estima-
tion using fprpr from MVANet.

A, R = RefineNet(I, D, C, N, furors Feonex):  (13)

3.3. Stage 3 - Lighting Estimation Stage

In stage 3, Spatially Varying Lighting Estimation Net-
work(SVLNet) infers 3D lighting with direct lighting, ge-
ometry, and material. To this end, we create a visible sur-
face volume (T € RIOXXXYXZ) " Although Wang et al.
[40] used a similar representation, they used a Lambertian
reflectance model, which cannot represent complex lighting
due to specularity. In contrast, we initialize T by reproject-
ing I, N. A, R, which can model specularity. For each voxel,
let (u,v) and d denote the projected coordinate of the cen-
ter point and the depth, respectively. Then, the local feature
t € R0 for each voxel is initialized as follows.

t= [pI(u,v), pN(u,v), pA(u,v), pﬁ(u,v)} ., (14

where p = ¢~ Cuv)(@-D(uv)? " Note that the confidence
(C) is used to reflect the accuracy of the depth. T and VoL
are fed to SVLNet, producing outputs Vgyy representing 3D
spatially-varying lighting volume, as follows:

Vsvi = SVLNet(Vpy, T), Vv, € R¥¥X>YxZ - (15)
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In previous work [40], they used implicit global feature vol-
ume, which is unclear what information it contains, but we
specified VoL explicitly so that the network can learn the
interaction of light source, material, and geometry.

4. Implementation Details

Dataset. OpenRooms [25] provides many HDR images and
various ground truths for indoor scenes; however, the distri-
bution of camera poses is too random to be used in multi-
view applications. Therefore, we created OpenRooms FF.
Among OpenRooms [25] images, 23,618 images were se-
lected to be appropriate for multi-view rendering based on
the camera position and minimum depth, and eight neigh-
boring frames were rendered by translating the camera for
each image. For a detailed description of OpenRooms FF,
please see supplementary material.

Training and loss. We used nine images (K=9) in our
experiments. We trained each stage separately since the
ground truth required for each stage is available in Open-
Rooms FF. We trained lighting with only 2D per-pixel
ground truth lighting, but our VSG can represent lighting
well in any 3D space (See (b) of Fig. 8.). A brief descrip-
tion of the loss for each stage is provided in Tab. 2. For a
detailed description of training, loss function, and network
architecture, please see supplementary material.

Stage Network Loss
NormalNet | MSE(N) + L1 angular(N)
1 InDLNet si-MSE(Lighting)
ExDLNet si-MSE(Lighting)
2 All si-MSE(A) + MSE(R)
3 All si-MSE(Lighting) + MSE(Re-rendering)

Table 2. Training loss for MAIR. si- means scale invariant.

5. Experiments

Since no previous works, to the best of our best knowl-
edge, addressed multi-view scene-level inverse rendering,
we compare our method qualitatively and quantitatively
with a single-view-based method [19]. We also con-
duct a qualitative performance evaluation on the real-world
dataset [38]. Last, we demonstrate that our realistic 3D
spatially-varying lighting through virtual object insertion.

5.1. Evaluation on Synthetic Data

For quantitative comparison, we trained Li ef al. [19] on
our OpenRooms FF. Tab. 3 shows the performance com-
parison for all test images in OpenRooms FF. Material and
geometry errors were measured by MSE and lighting er-
ror was measured by log-space MSE with ground truth per-
pixel environment map. Our method outperformed the pre-
vious method in geometry and material estimation. More-
over, we achieved better lighting performance even though
the previous method directly estimates per-pixel lighting
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Figure 6. Inverse rendering results for unseen real-world data. Li et al. [19] failed the geometry estimation and predicted the material
almost exactly as the input image, while we can remove shadow and disentangle the material and lighting from the image.

but we obtain per-pixel lighting from the 3d lighting vol-
ume. For the re-rendering, the previous method showed
better performance on average because Li ef al. [19]’s cas-
cade structure self-supervises re-rendering through the ren-
dering layer. However, in scenes where specular radiance
appears strongly, we found that our method robustly and
accurately estimates the details of lighting and materials,
thereby yielding more realistic result, as shown in Fig. 5.

MSE (x1072) [ Lietal [19] MAIR (Ours)

Albedo | 0.569 0.368 (—0.201)
Normal | 2.71 1.36 (—1.35)
Roughness | 3.66 2.70 (—0.96)
Lighting | 13.74 12.04 (—1.70)
Re-rendering | 0.554 0.633 (+0.079)

Table 3. Quantitative comparison of material, geometry, and light-
ing in OpenRooms FF. Albedo and roughness of Li ef al. [19] are
processed with a Bilateral Solver (BS).
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5.2. Evaluation on Real-world Data

We evaluate the performance of inverse rendering for
the real-world scenes in the IBRNet dataset [38] in which
the scene context is difficult to grasp. As shown in Fig. 6,
the single-view-based method fails in geometry estimation
due to the lack of the scene context, leading to the inaccu-
rate disentanglement of the material and illumination. Our
method, on the other hand, obtains a reasonable geometry,
removes shadows, and predicts spatially-consistent albedo.
More results can be found in the supplementary material.

5.3. Evaluation on Object Insertion

We further demonstrate the effectiveness of our robust
inverse rendering on the object insertion task. In Fig. 7, 8
we provide a comparison with the single-view method [19]
and the stereo method [35]. It should be noted that, we use
the normal from MAIR for Lighthouse [35] results because
Lighthouse [35] does not provide scene geometry. In Li et
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Figure 7. Object insertion comparison for OpenRooms FF test scene. Our method can insert the sphere to match the scene shadow,
reproduce color bleeding, and put the sphere in the air.

Lietal. 21

Input Image

MAIR (Ours) Lietal. 21

MAIR (O

Figure 8. Object [1] and floating chrome sphere insertion comparison for unseen real-world data from IBRNet dataset [38]. Our method
estimate lighting robustly for unseen images, and we can insert objects more realistically than previous methods.

al. [19]’s object insertion application, the user must specify
the plane on which the object is located. Therefore, ob-
ject cannot be placed on another object or floated in the air,
and shadows are only cast on the plane. In our method, it
is possible to insert objects freely into the 3D space with-
out restrictions on the shadow. We also conducted a user
study on the object insertion, in which respondents chose
the most realistic images rendered by competing methods
for 25 scenes. As shown in the Tab. 4, our method shows the
best performance in both synthetic and real-world scenes.

Scene Lighthouse [35] | Lieral [19] | MAIR
OpenRooms FF - 0.220 0.780
IBRNet [38] 0.120 0.180 0.700
IBRNet [38](chrome) 0.186 0.025 0.789

Table 4. User study results on virtual object insertion. The design
and details are described in supplementary material.

Object insertion in indoor test dataset. In (a) of Fig. 7,
the sphere on the floor is inserted to match the geometry
and lighting of the scene, and the sphere in the air is inserted
to express the appropriate shadows for the scene geometry.
In (b) of Fig. 7, the sphere inserted on the floor represents
the color bleeding, showing that our method is capable of
indirect lighting estimation.
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Object insertion in real-world unseen dataset. To show
the generalization ability of the proposed model trained
only on the synthetic indoor images, we tested object inser-
tion on the real-world unseen dataset [38]. In (a) of Fig. 8§,
Li et al. [19] failed to separate lighting from the material,
and as a result, the appearance of the object was colored
with the material on the floor. Our method successfully
separate material and lighting from the image, and real-
istic lighting is represented on the inserted object. Light-
house [35] was more vulnerable to unseen real-world data
because it did not consider scene geometry and materials,
even though they use stereo images. Their objects have a
similar appearance regardless of the scene. In (b) Fig. 8,
we inserted a chrome sphere to validate the indirect light-
ing estimation accuracy of the proposed method. Because
lighthouse [35] was trained with an indoor LDR dataset, it
always tended to create an environment map with an indoor
scene on the sphere, and failed to reproduce HDR lighting.
Li et al. [19]’s pixel lighting was not sufficient to express
indirect lighting of the scene reflected in chrome sphere.
In contrast, our chrome sphere shows realistic lighting that
reflects the surrounding environment. Please refer to the
supplementary material for more results.



5.4. Ablation Study

Design of stage 2. Tab. 5 shows experimental results for
network design choices in stage 2. It shows that MVANet
requires a local context of ContextNet for material estima-
tion. In addition, RefineNet is necessary to compensate
for the weakness of the pixel-wise operation in MVANet.
We also validate the effect of f...“w/o f,..” is the result
of the model trained without f,.., and “w/o reparameter-
ize” is the result of the model trained without physically-
motivated encoding as follows:

Sp

Fhee = SpecNet(vy, 7, &,,m,. ). (16)

s=1
Improvement in roughness estimation implies that our
physically-motivated encoding considering the microfacet
BRDF [16] model helps in estimating specular radiance.

MSE (x10~2) Albedo] | Roughness)
w/o ContextNet 0.498 4.064
w/o RefineNet 0.661 3.971
w0 fpec 0.436 3.056
w/o reparameterize 0.428 3.085
Ours 0.423 2.739

Table 5. ablation studies in stage 2.

Attention with multi-view weight. We also validate the
effect of multi-view weight(w) in MVANet. Fig. 9 shows
the material estimation accuracy according to the number of
views. When training without w, increasing the number of
views seems ineffective, possibly due to the negative effect
of noises in multi-view features introduced by occlusion.
On the other hand, MVANet can selectively focus on the in-
formation required for material estimation with w, making
the accuracy increase with the number of views.

0.46 - Albedo si-MSE 2.0- Roughness MSE

5 6 =t MAIR (Ours)
0.45- 3.6- mjem VithoUt W
0.44 - Yo e e 34

32 4 A 4
0.43- 3.0- \

2.8+

1 2 3 4 5 6 7 8 9 1 2 3 4 5 6 7 8 9

Number of Views Number of Views

Figure 9. material evaluation depending on the number of views.

The necessity of exitant direct lighting. Fig. 10 shows that
Vpu is helpful for indirect lighting estimation. The result of
training with a global lighting feature as in [40], instead of
VDL, is also compared (with GLF). The \~7DL helps network
to converge quickly, which indicates that Vi helps the net-
work infers indirect lighting.

6. Discussion

Comparisons with 3D geometry-based methods. Fig. 11
shows the comparison results with PhotoScene [41] and
MVIR [17] in 2 views. The inference time is 2s for ours,
9m 52s for MVIR [17] and 10m 40s for PhotoScene [41] on

8399

1.50
1.45
1.40

——w/oVp,
—— with GLF
—— MAIR (Ours)

21.35
2130
1.25
1.20

115 7 8 9 10

1 2 3 4

5
Epoch

Figure 10. lighting evaluation depending on the input source.

RTX 2080 Ti. MVIR [17] fails to generate geometry, show-
ing severe artifacts. The PhotoScene [4 1] shows a complete
scene reconstruction thanks to the CAD geometry and ma-
terial graph, but the synthesized images largely differ from
the original scene.

Inter-view consistency. Unlike 3D geometry-based meth-
ods [17,41], which leverage global 3D geometry to achieve
consistency, Our MAIR operates in pixel-space and there-
fore does not explicitly guarantee inter-view consistency.
Still, we did not observe significant inconsistencies during
our experiment, presumably due to the role of MVANet,
which can be seen in Fig. 11. For object insertion, we used
lighting of the center-view.

ormal
GT MAIR (Ours) PhotoScene

Figure 11. Comparisons with PhotoScene [41] and MVIR [17].

Limitation. One possible limitation comes from the cas-
caded nature of the pipeline. If depth estimation fails due to,
for example, presence of dynamic objects or large texture-
less region, our MAIR will not work properly (See Fig. 12.).
Another possible limitation comes from the VSG represen-
tation. Although VSG can express 3D lighting effectively, it
cannot be applied to applications such as light source edit-
ing because it is non-parametric.

Input Image Depth Roughness Normal L

Figure 12. Failure case when depth prediction fails.

Conclusion. We presented the first practical multi-view
scene-level inverse rendering method by creating an multi-
view HDR synthetic dataset. Compared to the single-view
based methods, we found that our method is more robust
for unseen real-world scenes, providing high-quality virtual
object insertion results. We believe that our work can ele-
vate image-based rendering and physically-based rendering
together, so realizing a higher level of inverse rendering and
scene reconstruction.
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