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Abstract

We present a new pipeline for acquiring a textured mesh
in the wild with a single smartphone which offers access to
images, depth maps, and valid poses. Our method first in-
troduces an RGBD-aided structure from motion, which can
vield filtered depth maps and refines camera poses guided
by corresponding depth. Then, we adopt the neural im-
plicit surface reconstruction method, which allows for high-
quality mesh and develops a new training process for apply-
ing a regularization provided by classical multi-view stereo
methods. Moreover, we apply a differentiable rendering
to fine-tune incomplete texture maps and generate textures
which are perceptually closer to the original scene. Our
pipeline can be applied to any common objects in the real
world without the need for either in-the-lab environments
or accurate mask images. We demonstrate results of cap-
tured objects with complex shapes and validate our method
numerically against existing 3D reconstruction and texture
mapping methods.

1. Introduction

Recovering the 3D geometry of objects and scenes is a
longstanding challenge in computer vision and is essential
to a broad range of applications. Depth sensing technolo-
gies range from highly specialized and expensive turn-table
3D scanners and structured-light scanners to commodity
depth sensors. More recently, advances in mobile devices
have developed a new method for 3D capture of real-world
environments with high-resolution imaging and miniatur-
ized LiDAR. Specifically, the modern smartphone such as
iPhone 13 Pro are equipped with RGB camera, accelerom-
eter, gyroscope, magnetometer, and LiDAR scanner. These
various sensors can provide high-resolution images, low-
resolution depth from the LiDAR scanner, and associated
camera poses offered by off-the-shelf visual-inertial odom-
etry (VIO) systems such as ARK:it [ 1] and ARCore [2].

Today’s smartphones offer low-resolution depth maps
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Figure 1. Example reconstruction results collected from a smart-
phone in the wild. (a) Data acquisition setup. (b) Images captured
from a smartphone. (c) A reconstructed mesh. (d) A novel view
of textured mesh. Our proposed method can reconstruct the high-
quality geometric mesh with a visually realistic texture.

[5] and valid poses. However, depth maps are very noisy
and suffer from the limited range of depth sensors. Al-
though this depth sensor can build a simple 3D structure
such as a wall or floor, it cannot reconstruct objects with
complex and varying shapes. Thus, the RGBD scanning
methods [9, 23,42, 57] are not suitable for these objects.
Instead of the depth sensor, multi-view stereo (MVS) al-
gorithms [13,47,62] reconstruct high-quality 3D geometry
by matching feature correspondences across different RGB
images and optimizing photometric consistency. While this
pipeline is very robust in real-world environments, it misses
the surface of low-textured areas [62]. Additionally, the re-
sulting mesh generated by post-processing like Poisson re-
construction [27] heavily depends on the quality of match-
ing, and the accumulated errors in correspondence matching
often cause severe artifacts and missing surfaces. Because
of the cumulative error from the above pipeline, the texture
mapping process [53, 69] leads to undesirable results. Re-
constructing high-fidelity texture and 3D geometry of real-
world 3D objects remains an open challenge.

Main Results: In this paper, we present a practical method
to capture a high-quality textured mesh of a 3D object in
the wild, shown in Fig. 1. We first develop a smartphone
app based on ARKit [1] to collect images, LiDAR depths,
and poses. Although the smartphone provides quite valid
pose estimates, acquiring fine detail geometry and realis-
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Figure 2. Example objects collected by a smartphone in the wild

tic texture requires highly accurate camera poses. Thus,
we present an RGBD-aided Structure from Motion (SfM)
which combines the advantages of both VIO [12] and SfM
[46]. Since ARK:it based on VIO is robust to the degradation
of visual information such as low-textured surface, we per-
form incremental triangulation with initial poses obtained
from ARKit. We also propose a depth filtering method to
handle noisy depth from the smartphone. These filtered
depth points are exploited as an additional depth factor for
bundle adjustment. Our RGBD-aided SfM can estimate
highly precise camera poses due to the good initial poses
and additional constraints from the filtered depth.

Our 3D geometry reconstruction process adopts a neu-
ral implicit representation [50, 55] for surface reconstruc-
tion with volumetric rendering. We observe that the neu-
ral implicit representation can perform more complete and
smoother reconstruction than the classical methods which
are known to be robust for 3D reconstruction in the wild.
Furthermore, we introduce a new training method for neu-
ral implicit representations. In the early stage of training,
we propose a regularization method that leverages the prior
information from the classical MVS method. After obtain-
ing the decent shape, we avoid using the prior information
and generate sparse voxel octree to enable efficient sam-
pling for training. Our training method can improve the
performance of the neural implicit representations. Conse-
quently, we show the generalization capabilities of our sur-
face reconstruction method in real world objects collected
by the smartphone.

Given a mesh extracted from the trained neural implicit
representation, we can run classical texture mapping algo-
rithms [53, 69] to generate texture maps that often exhibit
blurring artifacts and color misalignment. We propose ap-
plying differential rendering [31] to fine-tune these texture
maps obtained from classical texture mapping via a pho-
tometric loss. Compared to classical 3D reconstruction
[23,47,62] and texture mapping [53, 69] approaches, our
method shows a better ability to reconstruct the 3D model
and produce realistic textures. We evaluate our approach on
the data collected by our smartphone application. The main
contributions of this paper are summarized as follows:

* We present a unified framework to reconstruct the tex-
tured mesh using a smartphone.

* We propose a depth filtering scheme for noisy depths
and refine initial poses from ARKit by using bundle
adjustment with depth factor.

* Our pipeline builds on classical 3D reconstruction and
texture mapping. We leverage a neural geometry repre-
sentation to enable surface reconstruction of complex
shapes and a differentiable rendering to generate high-
fidelity texture maps.

2. Related Work

Classical 3D Reconstruction Traditional Structure from
Motion (SfM) systems [46, 59] have been popular as a
vision-based 3D reconstruction due to their robustness to
various scenarios [48, 49, 58]. The SfM systems extract
and match features [36] of adjacent images of the same
scene and generate the camera poses and sparse 3D points
via triangulation [20]. Then, Multi-view Stereo (MVS) al-
gorithms [13, 52] compute the dense depth maps of each
scene with multiple calibrated images. PatchMatch-based
MVS [14, 47,61, 62] methods are popular because they
are proper for depth and normal optimization. After that,
surface reconstruction methods [26,27,30] can be applied
to reconstruct meshes from point clouds. However, all
these methods often fail to reconstruct the 3D geometry of
low-textured areas. RGB-D Reconstruction techniques fuse
many overlapping depth maps into a single 3D model. Start-
ing from the classical TSDF-fusion [&], several methods
[9,23,42,57] produce voxel-based TSDF with commodity-
level depth cameras such as Kinect. However, these meth-
ods have difficulty handling outliers and thin geometry due
to noisy depth measurements. Due to the noise and limited
range of the LiDAR sensor in smartphone, RGB-D recon-
struction methods fail to estimate the camera odometry.

3D Reconstruction with differentiable rendering Re-
cently, NeRF [38] and its variants [37,39,65,68] have used
volumetric implicit representations for rendering and learn
a-compositing of a radiance field along rays. These meth-
ods yield remarkable quality of novel view synthesis re-
sults and do not need ground truth masks. However, 3D
geometry from volumetric representations is far from sat-
isfactory due to their volumetric properties [68]. Some
methods [41, 64, 67] reconstruct the surface by encoding
the network as an implicit function such as a signed dis-
tance function (SDF) or occupancy function. Many hybrid
approaches [4, 10,43,55, 63] unify surface and volumetric
representations by regarding surface as defining volumes
near the surface, enabling accurate surface reconstruction
without masks. Their follow-up works [19, 34, 54,67] im-
port prior information from the learning-based network. We
avoid exploiting prior hints obtained from learning-based
models because they are expensive to acquire new training
datasets and time-consuming to train other neural networks.
Classical Texture Optimization The matching between
texture and geometry is a significant step for building re-
alistic 3D models. Lempitsky et al. [32] apply the pairwise
Markov Random Field to choose an optimal view for each
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face as texture. Waechter et al. [53] present a global color
adjustment to mitigate the visual seams between face tex-
tures. Zhou et al. [69] optimize the camera poses using a
color consistency measurement and geometric error via lo-
cal image warping to obtain sharp texture. Bi et al. [6] em-
ploy a patch-based image synthesis to produce a texture per
each face to optimize the camera pose and geometric error.
Texture Learning Recently, learning-based methods [17,
,25,51] have been proposed to generate textures for a
3D model. Huang et al. [22] introduce adversarial learning
for texture generation in RGB-D scans. Thies et al. [51]
store neural textures for a known mesh with given UV map-
ping and decode them to color for novel views. Some
works [7, 60] learn neural texture with neural volumetric
rendering. Differentiable rendering methods [16,21,33,40]
usually focus on estimating surface radiometric properties
from images. These methods can learn to predict not only
texture but also geometry via image loss with ground truth
masks. Unfortunately, differentiable rendering methods
heavily rely on pixel-level accurate masks. Acquiring ac-
curate ground-truth masks in the real-world environment is
a difficult task [29]. Therefore, we apply the differentiable
rendering to fine-tune texture maps with a fixed mesh.

3. Our Method

Given images, low-resolution depths and corresponding
camera poses from ARKit, our goal is to reconstruct both
the texture and geometry of real-world 3D objects. In Fig.
4, our pipeline consists of three stages: RGBD-aided Struc-
ture from Motion (SfM), Geometry Reconstruction, and
Texture Optimization. Since both depth maps and camera
poses provided by ARKit are very noisy, we construct a
SfM system to filter out depth maps and refine poses. We
then formalize our task as training a neural model for zero-
level set of a signed distance function (SDF) guided by clas-
sical 3D reconstruction. After training, we extract the mesh
with Marching Cubes [35] and apply classical texture re-
construction [53] to generate initial texture maps. Next, we
exploit differentiable rendering [3 1] to finetune the texture
maps with the supervision of multi-view images.

3.1. RGBD-aided Structure from Motion

The goal of this section is to refine initial poses from
ARKit by performing a bundle adjustment with depth maps
from the smartphone. Unlike simple structures like walls or
floors, 3D reconstruction for capturing a high level of detail
is required to refine inaccurate poses from ARKit.
Preprocessing We introduce two processes to obtain reli-
able depth estimates: single-view filtering and multi-view
filtering. Single-view filtering utilizes a confidence map
provided by ARKit, which has the same resolution as the
depth map. Each pixel in the confidence map has 0, 1, or
2 with the value 0 as least confident and 2 serving as most
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Figure 3. Overview of our pipeline. It is comprised of three steps:
RGBD-aided Structure from Motion (Sec. 3.1), Geometry Recon-
struction (Sec. 3.2), and Texture Optimization (Sec. 3.3). Our
method builds on classical 3D reconstruction and texture mapping.
To overcome the limitations of classical methods, we apply a neu-
ral geometry representation and neural texture fine-tuning to up-
date 3D geometry and texture maps.

confident with respect to depth-value accuracy. We choose
depth pixels corresponding to 1 or 2 in the confidence map.
A main concept of the multi-view filtering is to remove out-
liers in terms of the reprojection error. Given the reference
image I,.; with depth D,.y, the source image I,,. with
depth Dy, the depth map D, . can be transformed from
the source view to the reference view with accurate pixel-
level correspondence. Then, the depth of pixel p in the ref-
erence image will be considered as an inlier if the differ-
ence dgepty, between Dg,.. and DY is smaller than a small
constant value e. Then, assuming a set of neighboring N
source images, we compute the number of inliers which ful-
fils dgeptn, < € for each source image, and keep depth pixels
if the number of inliers is greater than a certain threshold.
Finally, we apply both single-view and multi-view filtering
to remove all depth outliers.

Pose Refinement We consider camera poses obtained from
ARKit as initial poses and exploit matching correspon-
dences to perform incremental triangulation [46]. After
combining filtered depth points from LiDAR and 3D points
from incremental triangulation, we propose a depth factor
and run bundle adjustment with the depth factor and repro-
jection error. Let P; denote the camera parameter of the -
th camera and X; denote point parameters seen by the i-th
camera. We minimize the proposed joint objective function
FE, which is formulated as follows:

1
=323l 6P X5) = iy IP) + 1D = ), ()
i g

where @ is the function that projects points to the image
plane, and p denotes the Cauchy function as the robust loss
function. x;; is the feature point corresponding to the 3D
point X; seen by the i-th camera. z; is the depth value of
points projected from the 3D point X; and D; is the filtered
depth of pixels corresponding to z;. We define 7 as sensor
measurement noise and use it to down-weight noisy depth.
We notice that the depth factor has two benefits. First, ad-
ditional information from the depth sensor is a useful con-
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straint for accurate pose estimation and reliable triangula-
tion. Furthermore, this depth factor guides the scale of the
SfM to follow the metric scale of the depth sensor.

3.2. Geometry Reconstruction

Neural Geometry Representations Instead of classical 3D
reconstruction, we adopt NeuS [55], which combines the
advantages of both volume and surface rendering. In other
words, it can extract accurate surfaces even without pixel-
level masks. Our scanned object is represented by two
Multi-layer Perceptrons (MLPs): geometry network f.qr,
which maps a 3D point z € R? to a signed distance, and
color network f..;o» Which converts a 3D point = and a
viewing direction v € R? to a color c¢. The 3D geometry
of an object is represented implicitly as an SDF with zero-
level set {z € R3|fs4r(x) = 0)}. These two parameters
of geometry and color are learned by the volume rendering
technique. For a ray {z(t) = o + tv|t > 0} with camera
center o and viewing direction d, the color is rendered with
n sampled points along the ray as follows:

C=> Taic(x(t),v), )

1=1
where T; = H;;ll(l — @) is the accumulated trasnmit-
tance, and «; is the discrete opacity. Here, a; = 1 —

exp(— f:“ p(t)dt), and p(t) is opaque density function
borrowed from the definition in NeuS [55].

Training Process RGBD-aided SfM already estimates both
poses and sparse depths by matching feature correspon-
dences. Given this prior information, we leverage an MVS
algorithm [62] to estimate the depth and normal for all im-
ages with less cost. It is worth noting that we avoid us-
ing learning-based MVS algorithms because they are not
robust to diverse real-world scenes and are hard to evalu-
ate reliability. In this section, we modify the training pro-
cess of NeusS to avoid losing fine details of complex shape.
Our training process is divided into two stages. In the first
stage, we train a neural radiance field with a prior depth
and normal obtained from the MVS [62] algorithm to super-
vise the training process. Specifically, we sample K pixels
pr and their corresponding color values I(pj) in each it-
eration. Here, we propose a regularization method that re-
lies on prior depth D and normal N from MVS algorithm.
We unproject depth under the given pose to obtain 3D point
X (pr). Then, we use this 3D point and its corresponding
normal N (py) from MVS to regularize the geometry net-
work by minimizing

Lyeg = wal foar (X (p1))] +
2 3)

wn (1 = (Vp foar (X (pr)), N(pr))),

where wq and w,, are weights for each term. This regular-
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Figure 4. Overview of Geometry Reconstruction (Section 3.2)
and Texture Optimization (Section 3.3). Our goal in geometry
reconstruction is to train geometry network fsqr and color net-
work feoior via volumetric rendering with two training steps. In
step 1, we leverage prior geometric information from the MVS al-
gorithm [62]. Then, our method utilizes a sparse voxel octree to
efficiently sample points near the surface. In texture optimization,
we first utilize a classical texture reconstruction to generate texture
maps for a given mesh. Then, our method applies a differentiable
rendering to fine-tune texture maps.

ization will guide the SDF to learn explicit supervision from
the MVS algorithm. Although this regularization is helpful
for learning prior geometry, it is susceptible to the noisy re-
sults derived from the MVS algorithm which tends to lose
fine details and texture-less regions. Thus, we will only use
this regularization in the first stage. The color of each pixel
can be computed by E.q. 4. The color loss L. is defined as

Le=_|Clpx) = I(pp)l- )
k

The Eikonal loss [18] to regularize the SDF is formulated
as
Loy = E (| ¥ fsar (Pri) |12 —1)°. (5)

k,i

The overall loss function L in the first stage is defined as
L=1L.+ Lej + Lreg- (6)

In the second stage, inspired by [50], we adopt a sparse
voxel octree to guide the sampling process and capture fine
details. After the first stage, we can extract a triangular
mesh from the SDF via the Marching Cube [35] and define a
sparse voxel volume based on this mesh. Then, based on the
sparse voxel volume, we can avoid redundant point samples
outside the sparse voxel and focus on point samples near
the surface samples. Here, our total loss is L = L. + Ly,
which is the same as E.q. 6 except for L,.,. To capture fine
details, we will not use L4 in E.q. 6.

Mesh Simplification A highly detailed 3D mesh from the
SDF network with marching cube algorithms [35] leads to
enormous memory requirements. To obtain a lightweight
mesh, we explore popular quadric mesh simplification [15].
Although the mesh simplification generated small holes,
the lightweight mesh enables us to reduce the computation
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complexity of the texture mapping process. We set the dec-
imation ratio to 0.4%.

3.3. Texture Optimization

Classical Texture Reconstruction For a triangular mesh
M provided by the previous section, we first utilize
Waechter et al. [53] with poses and images across different
views to construct a texture map 7Ty,.;,. Compared to the
color network from Section 3.2, this classical method [53]
can acquire visually realistic texture images. However, it
cannot avoid texture bleeding on the boundary of different
views and blurring artifacts.

Texture Fine-tuning To tackle blurring and texture bleed-
ing artifacts, we propose a fine-tuning step by optimizing
the texture map. Here, we parameterize a texture map 7’
obtained from classical texture reconstruction. Given a 3D
Mesh M with the 2D texture map 7" and multi-view im-
ages I; with the corresponding camera poses P;, we lever-
age a differentiable renderer R to generate an image I; and
depth Dy, ie. I, D; = R(M, P;). A differentiable ren-
derer R [31] performs mesh rasterization and then texture
sampling to render an image I;. In other words, we project
texture onto the image plane and compare it to the corre-
sponding view of the image. Furthermore, we compare the
rendered image with a different view image by minimizing
multi-view photometric loss. We use the combination of the
L1 and SSIM [56] as the photometric 10ss Lo, in image
space between the rendered image I; and the reference im-
age I; as follows:

A (6% A
Lphoto = 2(1 —a) || L =L | +§(1 — SSIM(I;, I)),

K3

(7
where « is set to 0.85. Additionally, the differentiable ren-
der estimates depth D; by interpolating z coordinates of
each vertex. With the estimated depth D; and intrinsic pa-
rameter /{, we can generate a synthesized frame I by re-
projecting adjacent frames I,/ to the current frame [; with
the camera intrinsic matrix K, the estimated depth ﬁl and
the relative pose P;_,;. The multi-view photometric loss
Luirs similar to Eq. 7 is formulated as:

I[(p) = I (m(K P,y Di(p) K '),
Lty =(1 = @) || I = I || +5 (1 = SSIM(I}, 1),
®)
where p is the homogeneous coordinate of p, m means pro-
jection from homogeneous to image coordinates, and (-) in-
dicates the bilinear sampling function. We define our total

loss L to be
L= Lphoto + Lmulti~ (9)

Finally, the differentiable rendering enables the loss gradi-
ents to back-propagate to update the textures parameters.

Since our method does not require ground truth masks, we
avoid considering optimization for the geometry. We ob-
serve that joint optimization with geometry and texture fails
to converge without the ground truth mask.

4. Experiments
4.1. Experiment Settings

Data Collection: Our smartphone application, running on
an iPhone 13 Pro using ARKit 6, can record various sen-
sor outputs: synchronized images, poses, confidence maps,
dense depth maps from the LiDAR scanner, and IMU sen-
sor information. We built two types of datasets: ARKit-
video and AR-capture. ARKit-video collects long video se-
quences similar to datasets constructed from RGBD-SLAM
[70]. The second type is collected by our smartphone ap-
plication based on Object Capture '. AR-capture is a multi-
view dataset of objects consisting of high-quality 4K im-
ages with depth and gravity data. The ARKit-video collects
thousands of frames sampled from the video with resolu-
tion of 1280x720. In contrast, AR-capture mostly contains
less than fifty images at 4032x3096 pixels. We collect 11
objects: robot arm 1, robot arm 2, plant, tree, sofa, bike,
recliner chair, cafe stand, delivery robot, office chair, and
camera stand. We randomly select 70 % as the training im-
ages and utilize the 30 % as test images for evaluating the
novel view synthesis.

DTU Dataset: The DTU dataset [24] is a MVS dataset that
provides reference point clouds acquired with laser sensor
in the controlled lab. Since AR-capture and ARKit-video do
not include 3D point clouds acquired with specialized hard-
ware, we use the DTU dataset to evaluate the performance
of geometry reconstruction. We follow the evaluation of
NeuS [55] and exploit the chamfer distance as metric.
Implementation Details: We build the RGBD-aided Struc-
ture from Motion based on COLMAP [46], an existing STM
tool. Instead of SIFT [36], our system uses learning-based
features [11,44,45] for feature extraction and matching to
avoid failure in a featureless scene. ARKit offers an inter-
face for accessing LiDAR data as a depth image. Following
the work [55], the SDF network fs4 is implemented as an
8-layer MLP a hidden dimension of 256, and geometric ini-
tialization [3] for the network parameters. We construct the
color network f.;or as MLPs with 4-layer MLP with hid-
den dimension of 256. We optimize networks in geometry
reconstruction with Adam [28] and an initial learning rate
of 5e-4. We train the first step for 60K iterations and the
second step for 140K iterations. In terms of objects with
complex shape, it takes 240K iterations for second step.
In Texture Optimization, we utilize the public github code
for classical method [53]. Then, for texture fine-tuning, the
Adam optimizer is used with the learning rate for the tex-

Ihttps://developer.apple.com/videos/play/wwdc2021/10076/
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(d)

Figure 5. We show the benefits of RGBD-aided Structure from
Motion. (a) illustrates the 3D point clouds obtained from initial
depths with initial poses. In (c), we accumulate the 3D point
clouds (by using filtered depths and refined poses) from RGBD-
aided SfM. For a detailed description, we visualize the zoomed-in
blue and red regions using filtered depth. Initial depth maps and
poses from ARKit are input to the geometry reconstruction in Sec-
tion 3.2 and its results are shown in (b). The results of our pipeline
in (d) lead to higher quality reconstructions than (b) which does
not apply RGBD-aided StM.

ture parameter. This step takes 3000 epochs to fine-tune the
texture parameter.

4.2. Experimental Results

In Fig. 5, we visualize the effectiveness of RGBD-aided
Structure from Motion in Section 3.1 on our dataset. Fig-
ure 5 (a) represents the 3D point clouds by initial depth
maps and poses obtained from ARKit. Unfortunately, initial
sensor data is too noisy to perform an accurate 3D recon-
struction. After multi-view depth filtering as preprocessing,
zoomed-in regions in (a) show the point clouds by reproject-
ing filtered depth maps with initial poses. Compared to ini-
tial data, multi-view depth filtering can handle noisy depth
measurements. Figure 5 (c¢) provides the results of prepro-
cessing and pose refinement. Pose refinement enables us to
globally align 3D reconstruction without noticeable camera
drift and with better local quality. For qualitative compari-
son, we take as input initial sensor data from ARKit and per-
form geometry reconstruction in Section 3.2 in Fig. 5 (b).
Compared to our experimental results in Fig. 5 (d), it is dif-
ficult to achieve comparable quality and better reconstruc-
tion. Consequently, our proposed RGBD-aided SfM signif-
icantly improves geometry reconstruction performance.

Figure 6 qualitatively compares our method to VolSDF
[63], TSDF-fusion [23], and ACMP [62]. We apply
screened Poisson surface reconstruction [27] to generate a
mesh from point clouds of ACMP. Among all four algo-
rithms, we apply the same pose estimation algorithm from
Section 3.1 for fair comparison. TSDF-fusion, which re-
quires sufficient scene overlap, exploits more frames than
our method and ACMP. Due to the low-textured regions,

Scene Ours VolSDF

Figure 6. Reconstruction of our method, VolSDF [63], TSDF-
Fusion [23], and a mesh from point clouds of ACMP [62] pro-
cessed with screened Poisson surface reconstruction [27]. Note
that the neural surface reconstruction is more perceptually con-
vincing in the ARKit-video dataset.

TSDF-Fusion ACMP

the surface of ACMP is very noisy. TSDF-fusion utilizes
depth maps obtained from low-resolution LiDAR. Here,
since this low-resolution depth sensor is very noisy, we
only use filtered depth maps after preprocessing in Sec-
tion 3.1. However, this model still cannot reconstruct ei-
ther thin or challenging structures accurately (e.g., a chair
armrest). Both implicit neural surface reconstruction ap-
proaches show comparable performance, and both are su-
perior to classical 3D reconstruction. We observe that the
difference between neural geometric representations (Ours
and VoISDF) is negligible unlike pose quality. It is worth
noting that using accurate poses as input significantly im-
proves the 3D reconstruction quality as shown in Fig. 5.
For qualitative comparison of textured meshes, we com-
pare our proposed method with four different methods: 1)
ACMP [62] is a state-of-the-art multi-view stereo algo-
rithm: 2) Color Map Optimization (CMO) [69] is a tex-
ture mapping method for RGB-D scanning: 3) Waechter
et al. [53] is a large-scale texture reconstruction based on
global color adjustment, 4) NeuS [55] is the recent neural
surface reconstruction based on volumetric rendering. We
reconstruct a 3D mesh from the point cloud of ACMP with
Screened Poisson Surface reconstruction [27]. In the case
of CMO, since explicit depth maps from low-resolution Li-
DAR are too noisy, we utilize depth maps rendered by a
triangular mesh from our geometry reconstruction step for a
fair comparison. With these rendered depth maps and corre-
sponding images, we run a color map optimization for map-
ping color images onto our reconstructed mesh. To train
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Scene (a) Ours

(b) Waechter et al.

(c) CMO (d) ACMP (e) Neus

Figure 7. Qualitative comparison between (a) Ours, (b) Waechter et al. [53], (c) CMO [69], (d) ACMP [62], and (e) NeuS [55]. Compared
to textured mesh (3-6 columns) obtained from different algorithms, the result of our method is perceptually closer to the original scene.
Additional qualitative results are added in the supplementary material due to the limited space.

NeuS, we follow a training process similar to that in Sec.
3.2. We then extract a mesh from the SDF network in NeuS
and apply the Blender Smart UV Project tool to obtain a per-
vertex UV mapping. To fill a texture for this mesh, points
densely sampled from triangle mesh with interpolated UV
coordinates are fed to the color network, and eventually we
can obtain texture maps for the given mesh.

In Fig. 7, we show the reconstructed texture for novel
views. The visual results of our approach are visually
sharper and perceptually closer to the ground truth scene.
Results of NeuS and CMO exhibit blurring artifacts and

color misalignment. The reconstructed mesh from ACMP
is very noisy due to incorrect geometry. Here, Waechter et
al. (Fig. 7 (b)) is the result of classical texture reconstruc-
tion in Section 3.3. This method is more photorealistic and
sharper than NeuS, CMO, and ACMP. Then, after texture
fine-tuning, our method avoids the seams and texture mis-
alignment often seen with Waechter et al. Table 1 reports
the quantitative results on two datasets. Our method outper-
forms other texture optimization methods on all evaluation
metrics. It indicates that our method satisfies both the high
fidelity of the texture and its conformity to the ground truth.
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Cateeo Data NeusS [55] CMO [69] Waechter et al. [53] Ours
gory PSNRT SSIM? LPIPS| |PSNRT SSIM{ LPIPS| |PSNRT SSIM{ LPIPS| | PSNRT SSIM{ LPIPS |

robot arm 1 Ac | 20292 0889 0083 | 18473 0891  0.083 | 19909 0872 0060 | 20049 0871  0.057
robotarm2 | Ac | 20741 0882 0086 | 21.107 0883 0092 | 20.190 0862 0067 | 20652 0858  0.062
plant Ac | 16748 0642 0295 | 18462 0627 0316 | 17921 0635 0186 | 19970 0691  0.146
tree Ac | 18409 0869  0.117 | 18448 0870 0127 | 17518 0858 0096 | 18331 0858  0.102
sofa Ac | 19910 0872 0139 | 21.170 0840  0.136 | 19759 0829  0.113 | 21.608 0894  0.109
bike Ac | 20971 0778 0183 | 21311 0778 0206 | 19822 0740  0.088 | 19943 0737  0.078
Mean | Ac | 19512 0822 051 | 19825 0815 0160 | 19.186 0799  0.101 | 20.095 0818  0.092
recliner chair | Av | 24920 0893 0099 | 24761 0876  0.112 | 23.692 0864 0054 | 25045 0896  0.056
cafe stand Av | 20498 0779 0173 | 22934 0828 0154 | 17915 0798  0.112 | 22634 0818  0.095
delivery robot | Av | 22412 0897  0.126 | 23.549 0908  0.128 | 25246 0929 0073 | 23451 0906  0.086
office chair Av [ 20722 0892 0096 | 21.120 0899  0.103 | 20315 0865  0.094 | 20982 0892  0.083
camerastand | Av | 21.901 0914 0069 | 21.886 0907 0074 | 21121 0899 0059 | 22208 0919  0.060
Mean | Av | 22002 0875 0113 | 22850 0.884  0.115 | 21.658 0871 0079 | 22868 0.886  0.076

Table 1. Quantitative comparison on our dataset. Ac and Av denote the AR-catpure dataset and ARKit-video dataset, respectively. We
improve the LPIPS metric by 8.9% in AR-capture and by 3.8% in ARKit-video.

Method

| scan24 | scan37 | scan40 | scan55 | scan63 | scan65 | scan69 | scan83 | scan97 | scanl05 | scanl06 | scanl10 | scanll4 | scanll18 | scan]22 | Mean

COLMAP [47] with trim=7 | 045 | 0.91 0.54

037 | 037 | 090 | 100 |

122 | 108 | 064 | 048 | 059 | 032 | 043 | 045 | 065

0.80
0.72
0.72

UNISURF [43] 1.32
Neus [55] 1.37
VoISDF [63] 1.14

1.36
121
1.26

1.20 0.70
1.25 0.70

0.73
0.81

0.40
0.49

1.72 ‘ 0.44 ‘ 1.35 ‘ 0.79 ‘

0.62
0.51
0.55

1.02
0.87
0.86

1.01
1.29

1.16
1.18

0.82
0.70

0.66
0.66

1.69
1.08

0.39
0.42

0.61

1.49
0.61

1.37 ‘ 0.89 ‘ 0.59 ‘ 147 ‘ 0.46 ‘ 0.59 ‘

0.62
0.45

1.61

0.96 1.37 0.67 0.60 0.88 0.70

Ours without 2nd step
Ours

1.04 ‘

0.67 ‘ 0.64 ‘ 0.88 ‘ 0.70 ‘

0.84

114 110 0.84 0.66 111 0.50 0.58 0.80

1.14
0.50

1.10 ‘ 0.89 ‘ 0.66 ‘ 1.02 ‘ 0.50 ‘ 0.58 ‘ 0.51 ‘

Table 2. Quantitative comparison on DTU [

]. Chamfer distance is employed as the evaluation metric.

COLMAP is superior to other

neural geometry reconstructions. Our training process can improve the NeuS by 8 %.

y

~/

Scene

F Y

(a) Ours (b) Linetal. (c) Munkberg et al.

Figure 8. Qualitative comparisons of texture optimization algo-
rithms based on differentiable rendering: (a) our method, (b) Lin
et al. [33], and (c) Munkberg et al. [40].

In Fig. 8, we show the results of other texture optimiza-
tion methods [33,40] based on differentiable rendering [31].
Both methods aim to learn geometry, textures, and light-
ing parameters. However, they heavily rely on ground truth
masks which require additional annotation costs. Without
ground truth masks, we note that joint optimization over
geometry and texture is unstable and often has negative ef-
fects on geometry. For a fair comparison, we therefore pro-
vide the fixed mesh topology and train only texture and
lighting parameters through differentiable rendering [31].
Since we capture objects in the wild under unknown envi-
ronmental lighting conditions, it is difficult to disentangle
materials and lighting via differentiable rendering. Neither
method [33, 40] is able to generate realistic texture maps
compared to either our method or classical texture recon-
struction approaches.

Experimental Results on DTU dataset: Unlike our
dataset, DTU [24] is captured by specialized hardware in
the controlled lab environment. Thus, this dataset provides
the ground truth poses and the RGBD-aided SfM is not
necessary. As shown in Table 2, the surfaces obtained by

COLMAP [47] with trimming value 7 achieve high-quality
reconstruction. Our method exploits MVS [47] to super-
vise the training NeuS and outperforms NeuS. For the ab-
lation study, when we only train our network with the first
step (ours without 2nd step), its result is not better than our
method in some scans such as scan37. In our experiment,
sparse voxel octree sampling does not have a significant ef-
fect on geometry performance. Since our training process
can be applied to any other 3D neural surface reconstruc-
tion methods. In the future, we will apply this training pro-
cess to other recent 3D neural surface reconstruction algo-
rithms [10, 63, 66], which shows better results on DTU.

5. Conclusion, Limitations and Future Work

In this paper, we have developed a practical framework
to reconstruct high-quality textured meshes of 3D objects
by using a smartphone. Given initial poses from ARKit,
multi-view images, and low-resolution depth maps, our ap-
proach can refine initial poses and depth maps from ARK:it.
We adopt neural geometry representation [55] for surface
reconstruction and improve its performance by modifying
the training process. Finally, a differentiable rendering is
designed for fine-tuning the texture map acquired from the
classical texture mapping method. In the future, our goal is
to reduce the training time which can be comparable with
classical methods. Unfortunately, most neural geometry re-
construction [10, 55, 63, 66] requires a long training time.
We would like to reduce the training time in our framework
for practical purposes.
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