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Abstract

Despite advances in Visual Question Answering (VQA),
the ability of models to assess their own correctness remains
under-explored. Recent work has shown that VQA mod-
els, out-of-the-box, can have difficulties abstaining from an-
swering when they are wrong. The option to abstain, also
called Selective Prediction, is highly relevant when deploy-
ing systems to users who must trust the system’s output (e.g.,
VQA assistants for users with visual impairments). For such
scenarios, abstention can be especially important as users
may provide out-of-distribution (OOD) or adversarial in-
puts that make incorrect answers more likely. In this work,
we explore Selective VQA in both in-distribution (ID) and
00D scenarios, where models are presented with mixtures
of ID and OOD data. The goal is to maximize the number
of questions answered while minimizing the risk of error on
those questions. We propose a simple yet effective Learning
from Your Peers (LYP) approach for training multimodal
selection functions for making abstention decisions. Our
approach uses predictions from models trained on distinct
subsets of the training data as targets for optimizing a Se-
lective VQA model. It does not require additional manual
labels or held-out data and provides a signal for identify-
ing examples that are easy/difficult to generalize to. In our
extensive evaluations, we show this benefits a number of
models across different architectures and scales. Overall,
for ID, we reach 32.92% in the selective prediction metric
coverage at 1% risk of error (CQI1%) which doubles the
previous best coverage of 15.79% on this task. For mixed
ID/OOD, using models’ softmax confidences for abstention
decisions performs very poorly, answering <5% of ques-
tions at 1% risk of error even when faced with only 10%
OOD examples, but a learned selection function with LYP
can increase that to 25.38% CQ1%.
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Figure 1. VQA Models are able to answer straightforward ID
questions, as in the top example where a SotA model [62] with
and without our Learning from Your Peers (LYP) approach an-
swers correctly. However, difficult OOD examples can arise, like
the bottom example. With LYP, the model is able to abstain from
answering to avoid outputting the incorrect answer, whereas the
existing model is overconfident and outputs the answer anyways.

1. Introduction

Recent successes of deep learning models for multi-
modal tasks have created the potential for many exciting
real-world applications that require a large degree of relia-
bility, such as providing assistance to users with visual im-
pairments [23,51]. However, with these novel, high-stakes
applications come responsibilities towards the users, as well
as the need to revise problem setups and the general ap-
proach to evaluating model performance. One particularly
important consideration when developing models for real-
world applications is reliability, i.e., the ability of the model
to avoid making errors when facing uncertainty.

One way to approach reliability is to frame the problem
as a selective prediction task [9, 14, 63]. In selective predic-
tion, models are able to either output an answer or abstain
from answering (i.e., effectively saying “I don’t know”)
based on the model’s confidence/uncertainty in order to
avoid making incorrect predictions. A prevalent cause of
such incorrect predictions in real-world settings is distri-
bution shifts [13, 20, 42], where the test environment may
differ from the training environment and models could en-
counter a wide variety of input examples at test time that
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may not satisfy the independent and identically distributed
assumption often made by practitioners when developing
models. This is especially true in open-ended tasks like Vi-
sual Question Answering (VQA) where models may receive
adversarial, out-of-distribution (OOD) inputs that are diffi-
cult to answer correctly. For example, in Fig. 1, a model is
asked a question that requires background knowledge that it
simply does not possess. While the ability to answer open-
ended questions has been a point of focus in VQA, having a
model perfectly answer all questions, ID and OOD, is likely
unattainable [19,29]. Therefore, framing this problem as a
selective prediction task provides an avenue to handle such
OOD examples more gracefully as the model can abstain
from answering on many of these inputs, while still attempt-
ing to answer as many questions as possible. Doing this re-
quires models to recognize OOD examples for abstention
decisions (OOD detection) and generalize to OOD exam-
ples (OOD generalization) in order to make predictions on
examples that the model will get right.

However, previous evaluations for selective prediction in
VQA [63] have been done on ID data, where the questions
and images all come from the VQA v2 dataset [21]. In NLP,
there are efforts on selective prediction with OOD exam-
ples [29, 59], although they tend to not address some prac-
tical considerations, such as assuming access to OOD data
or threshold generalization. More broadly, selective predic-
tion and OOD generalization have largely been studied as
independent problems in the literature [58].

In this work, we explore selective prediction for VQA
with distribution shifts, where we present models with mix-
tures of both ID and OOD examples, and measure the abil-
ity of different approaches to optimize answering as many
questions as possible while maintaining a low risk of error
(or high accuracy) on those questions. We perform exten-
sive experiments on VQA v2 [21] as our ID data and Ad-
VQA [50] as our adversarial, OOD data.

We evaluate a number of state-of-the-art approaches to
this problem and find that existing models’ softmax proba-
bilities are generally poor confidence estimates for absten-
tion decisions on OOD data, leading models to answer <5%
of questions to achieve 1% risk of error in some settings.
Further, we show that training a selection function [63] im-
proves performance ID and OOD, but integrating features
from OOD detection methods as well as augmenting with
known-OOD data (i.e., OOD data different from the un-
known target distribution) do not improve beyond simply
training this selection function on ID data. However, we
observe that existing methods for training multimodal se-
lection functions can require a held-out dataset in order to
be most effective.

Therefore, we propose a Learning from Your Peers
(LYP) approach that alleviates the need for held-out data
while also allowing both the VQA model and selection

function to learn from the additional data that would have
been withheld. LYP works by breaking the training data
into NV subsets and training different VQA models on dis-
tinct combinations of N — 1 subsets, leaving one subset
out at a time. Our approach then uses these trained mod-
els to predict answers on their respective N™ left-out sub-
sets. We recombine this data into an updated training set
that has predictions from the different models. We utilize
these predictions and the associated accuracies as labels to
train a multimodal selection function, which learns to pre-
dict the accuracies. By using predictions on the training
data from models that have not seen these examples, our
approach provides a signal for which examples in the train-
ing data can be generalized to for a given model class, and
which are too hard and should be abstained on.

Overall, our contributions are: We present an evaluation
benchmark for Selective VQA on both ID and OOD data.
We show that model and data scaling are important factors
for selective prediction and evaluate multiple baselines from
prior works. Finally, we propose LYP and demonstrate that
it can benefit performance over standard selection function
training in both ID and mixed ID/OOD settings.

2. Related Work

Visual Question Answering. VQA is a popular multi-
modal task that requires an understanding of both vision
and language modalities to predict answers. There are
many standard datasets [5,21, 23, 26] and models for this
task [4,27,28,35,40,49,55,62]. In our work, we employ
recent state-of-the-art models [49, 62] as our backbones to
explore selective VQA.

OOD VQA. Multiple works have demonstrated that VQA
models often rely on shortcuts and do not generalize well
on OOD data. VQA-CP [2] shows that VQA models
rely on superficial correlation and lack image grounding.
GQA-OOD [31] introduces an OOD benchmark that in-
creases question diversity by including questions from var-
ious groups. VQA-CE [11] takes a step further and con-
siders biases on both questions and images. AdVQA [50]
and A-VQA [34] are recently introduced VQA bench-
marks that comprise adversarial questions using human and
model-in-the-loop procedures to generate adversarial ex-
amples. Other datasets require different abilities, such as
TextVQA [52] which contains questions requiring reading
text in the image, or OK-VQA [41] which requires exter-
nal knowledge. Methods to overcome difficulties related
to OOD data include [7], which tackles unimodal biases,
and [47], which improves image grounding using adversar-
ial regularization. Recently, [3] performs cross-dataset eval-
uations where VQA models exhibit poor generalization.
Selective prediction & reliability. Recently, [63] explore
Selective Prediction for VQA with ID data. They experi-
ment with different selectors on top of the base VQA model
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for improving their reliability on the VQA task. [59] inves-
tigates selective prediction approaches across several NLP
tasks in ID, OOD, and adversarial settings. Specifically,
they trained a selector (MLP) on top of the base model on
a held-out split and used the selector’s confidence scores to
either answer or abstain from answering and improved risk,
and coverage metrics compared to MaxProb. [10] studies
failure prediction in deep neural networks by training a con-
fidence model on top to provide confidence measures for the
model prediction.

OOD selective prediction. [18] proposes SelectiveNet that
incorporates a selection head on the top of the base model,
which is optimized with a selective loss to reject samples
that the model is uncertain about. [29] trains a calibrator
on top of an existing NLP model to generalize to unknown
OOD data at test time. Specifically, it trains the calibrator
on a mixture of some held-out ID data and ‘known” OOD
data. The final model is used for the evaluation of the un-
known OOD data at test time.

OOD detection. Earlier works [25] rely on the maximum
class probability (MaxProb) to detect OOD samples. [36]
proposes ODIN that combines temperature scaling and im-
age perturbation to achieve better separation in softmax
scores for OOD and ID images. Another line of work uses
distance [33] or energy [37, 39, 61] scores for OOD de-
tection. [60] introduces VIM that detects OOD samples by
fusing the logits and feature information obtained from the
model. [0, 53, 57] computes nearest-neighbor distances in
the feature dimension to detect OOD data.

Image OOD detection & reliability. [44] investigates the
effect of dataset distribution shift on accuracy and calibra-
tion. [32] uses deep ensembles to quantify uncertainty esti-
mates of classification models. [ 1, 1 6] extensively review of
uncertainty estimation methods in deep learning literature.

3. Selective VQA with ID and OOD Data

In this section, we discuss the problem formulation of
Selective VQA in Sec. 3.1, and how we evaluate in the
ID (in-distribution) scenario (Sec. 3.2) and in the mixed
ID+OO0D (out-of-distribution) scenarios (Sec. 3.3).

3.1. Problem Formulation

The primary setting for VQA is to learn a function
f: 9,V — A to predict an answer a € A to a ques-
tion ¢ € Q about a given image v € V [5,21,23]. How-
ever, when exposing models to the real world they might
encounter hard questions, OOD data points, or even adver-
sarial questions by users and we cannot expect that mod-
els are able to answer all questions in these scenarios cor-
rectly. Therefore, we instead would like to identify inputs
x = (v,q) € X that models cannot correctly answer and
abstain in those cases. This is the setting of Selective Pre-
diction [14], which has also recently been studied for ID

VQA [63] and OOD text-only question answering [29]. In
this work, we advocate for this selective prediction setting
for ID and OOD scenarios. We closely follow the formal-
ism introduced in [63] for VQA, though it is very simi-
lar to setups outside of VQA (e.g., “classification with a
rejection option” [8, 12, 18, 24, 45], or “selective predic-
tion/classification” [14, 17]). Specifically, the output space
is extended to allow for an abstention option (denoted by ()):
h: X — AU{D}. Such a Selective Model h can be realized
by decomposing h into two functions, a VQA model f and

selection function g : X — {0,1} [14,17,18,63]:
flz) ifg(x) =1,

h(z)=(f,9)(x) = 1

() = (f.9)(@) {@ O

For a given image-question pair x = (v,q), the Selec-

tive VQA model h only predicts an answer from the VQA
model f if the selection function g decides that an answer
should be given. Otherwise, the Selective VQA model h
abstains. The selection function g can be formulated based
on a function ¢’ : X — R that scores the correctness of the
model’s prediction f(x) [18,29,63], and a threshold y € R.
Then, for a given v, the model outputs the answer f(z) if
¢'(xz) > ~ and abstains otherwise. Ideally, g’ should yield
higher values if f(z) is correct and lower if it is incorrect.
However, as we show in the experiments this is a hard task.

3.2. Evaluation

Beyond accuracy, we evaluate using the metrics designed
for models with abstention options following [63]:
Risk and coverage. For a dataset D, model f, and a se-
lection function g, coverage is the proportion of answered
questions:

Clg) = ﬁ S (@),

xzeD

while risk is the average error on the covered subset

> wopoyen(t = Ace(f(zi),y:)) - g(@s)
C(9) ’

where Acc is VQA accuracy [5] and y; is the correspond-
ing ground truth answer. We measure the maximum cover-
age at a specific risk tolerance, denoted (CQR), by deter-
mining the largest consecutive subset of questions that can
be answered with at most R risk. Further, we also com-
pute the Area Under the Curve (AUC) for the risk-coverage
curve [29] for a summary of performance across different
coverage levels.

Effective reliability ®.. This metric is introduced in [63]
to better compare methods on the test set for a threshold se-
lected on a validation set. This is especially important for
OOD, as thresholds for a certain risk level don’t generalize
to the test scenario. @, is a cost-based metric and jointly

R(f.9) =
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Figure 2. Comparison between Selector g training procedures. (a) shows the one in [

measures the reliability and effectiveness of selective mod-
els in a single metric. It assigns a cost of ¢ to every wrong
answer that the model outputs (i.e., does not abstain on):

Acc(z) if g(x) =1 and Acc(x) > 0,
O (x) =< —c if g(z) = 1and Acc(z) =0, (2)
0 if g(x) = 0.
The total score is . = ﬁ > wep Pe(z), a mean over all

samples x. To compute this metric, we set the threshold
~ on a validation set to maximize ®.. Then, we use this
threshold for abstention decisions on the test set.

3.3. Evaluating with Mixed ID+OOD Data

As previously mentioned, we want to explore the set-
ting where models encounter mixtures of ID and OOD data.
More formally, we assume we are given Dypain and Dy
that are drawn from different distributions. In our setting,
to simulate a setting closer to a real-world use case, the
test data is sampled from a mixture of ID and OOD data.
Similar to [29], we assume that our training data is drawn
from P, while our testing data is drawn from Pz, where
Pigt = Pgc + (1 — o) Pyni. Here, Pk is an unknown
distribution different from Py.. from which we obtain our
OOD examples. We obtain different mixtures of data by
varying « and evaluate models across these using the met-
rics discussed in Sec. 3.2. Different from prior work in
NLP [29], we assume we do not have access to known OOD
data for training, meaning all models must be trained and
thresholds must be chosen on ID data. However, we do
compare to this setting in our experiments.

4. LYP: Learning from Your Peers

Prior work has established training a selection function
(or Selector) g to predict the correctness of the outputs of a
model f [18,29,63] as a method for selective prediction. As
in [63], our Selector g learns to predict the VQA Accuracy

D; ) T SR VQAModeIf] D; —
0 oo b
D, D; L — VQAModeIf, D; — selector
Targets/

Labels

%

(¢) Learning from Your Peers (LYP):
g is Learning fiom its Peers f], f2, 3, (rather than f)

Full Training set D
(D =A+B)

], (¢) shows our LYP. See Sec. 4 for details.

of f. One option is to train f on one part of the training
data (Train A) and g on a different, typically smaller, part
(Train B), as shown in Fig. 2(a). Having separate training
data for g can be crucial since if f has overfit to the train-
ing data, then training g on that same data will lead g to a
solution that doesn’t generalize well (e.g., always answer-
ing). We show some of these drawbacks in our experiments
with observations similar to findings on stacked generaliza-
tion [65]. However, withholding data from training f could
reduce the overall performance of f, as it does not allow f
to learn from this data. Likewise, g is unable to learn from
the training data for f. This motivates training both f and g
on the same data, e.g., as done in [18] (shown in Fig. 2(b)).

We propose a simple yet effective approach, called
Learning from Your Peers (LYP), for training g that allows
both f and g to utilize all the available training data. In-
spired by work on collective outliers [30] and improving
worst group performance [38], our approach aims to iden-
tify examples in the training data that are difficult to gener-
alize to, for a given architecture and learning procedure. In
particular, we want to provide more signal to g about which
examples in the training data may not be generalizable and
likely should be abstained on, despite the VQA model’s po-
tential ability to fit these examples during training.

Shown in Fig. 2(c), we first partition our full training
set D into N disjoint subsets (D = Train A + Train B).
For our VQA setting, we create our partitions by ensur-
ing no images overlap between them. Next, we train N
different models on combinations of the subsets in leave-
one-out manner: we create a training set D = D \ D,
and train a VQA model f,, on D}. Once we have trained
fn» we use it to make predictions on D,,, which it has not
seen during its training. We use the ground truth annota-
tions for D,, to obtain VQA accuracy for each prediction,
which we treat as a label for the correctness of each pre-
diction. After performing this operation for n = 1,..., N,
we can union the partitions to obtain an updated training
set D! that additionally has correctness labels for each
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VQA Model f Selection func. g CQR in % 1 AUC | o, B0 B100
Name Train Set  Name Train Set  Targets CQl% CQ5% CQl0%
A MaxProb . - [63] 497 3379 5362 1092 5467 2140 132
Selector B Self [63] 1579  37.79 5565 1021 5544 2582  8.74
CLIP-ViL
MaxProb . . 554 3484 5504 1049 5593 2281 259
A+B Selector A+B  Self 645 3426 5607 1048 5607 2299 239
Selector A+B  LYP 1840  38.65 57.40 976 5653 2645  9.74
A MaxProb . . 345 45.60 66.61 799 6252 3057 6.8l
Selector B Self 2378 49.16 69.00 732 63.03 3439  12.53
OFA-Base MaxProb . . 1488  46.15 67.51 779  63.04 3013 7.29
A+B Selector A+B  Self 2664  50.80 69.56 710 63.66 3492 1292
Selector A+B  LYP 2771 51.64 70.20 698 6388 3629 16.30
A MaxProb . . 20.57  53.99 75.18 642 6668 3612 821
Selector B Self 3086 58.05 76.65 581 6734 4143 17.58
OFA-Large MaxProb . . 1631  53.83 75.27 643 6696 3606 629
A+B Selector A+B  Self 3147 5880 77.14 569 67.82 4143 16.08
Selector A+B  LYP 3292 59.43 71.52 560 68.02 4283 18.78

Table 1. Risk-coverage metrics and effective reliability on ID data (i.e., VQA v2 test split from [63]).

example (xl(”), yi(n), fn(:z:l(.")),ﬁgn)) for (:c(n) yl(n)) € D,,

T, K3 ?
where fi(") = Acc(f7,(x§")), yz("))

We train our VQA model f on all of D and then, with the
obtained correctness labels, we train our Selector g on top of
f using the full D! dataset. For training g, we follow [63]
and optimize it using a regression objective with the cor-
rectness labels as the target. Note, our setup is similar to
that of [63] in that we use a regression objective, but, im-
portantly, the source of our targets is not the model f itself
but, rather, the subset models { f,, ﬁ[:l (i.e., the peers of f).
The idea behind this is that if a model trained on the remain-
der of the training data D}, cannot generalize to an example
in D,,, then that may be a challenging example that g should
choose to abstain on as the model f is unlikely to general-
ize reliably to such an example at test time, even if it has fit
it during training. Essentially, these correctness labels may
provide a signal for which examples are difficult and might
require abstention more generally rather than with respect to
a specific model as in prior work [63]. Moreover, we show
in our experiments that this allows f and g to learn from
the entire training data, which can boost overall accuracy as
well as abstention performance. Our method requires train-
ing N models, which can be done in parallel, but, unlike
ensembling, we have a single model for inference.

5. Experiments
5.1. Setup

Data. We require both ID and OOD data that has anno-
tations available for evaluation. Therefore, we utilize the
splits of the VQA v2 dataset [2 1] made available by [63] as
our ID data. The entire VQA v2 train set (call it split A) is
used for training VQA models (f). Meanwhile, the VQA

v2 validation set is split into 3 parts: 86k examples (40%)
for training selection functions g (call it split B); 22k exam-
ples (10%) for validating models; 106k examples (50%) as
a test split for evaluating full selective models h = (f, g).
LYP does not require different sets for training f and g, so
we train them both with the combination of A and B (A+B).
For OOD data, we use AdVQA [50], which is an adversar-
ial dataset constructed by asking human annotators to create
questions that are difficult to answer for existing VQA mod-
els trained on VQA v2. The images in AAVQA and VQA
v2 overlap with each other, so we only use images from
AdVQA that appear in the test split. While AdVQA is not
OOD in terms of the images, one can still consider this as
adversarial, OOD since the questions are designed to fall
outside the training distribution of VQA v2. This is sim-
ilar to other OOD VQA datasets like VQA-CP [2], VQA-
CE [11], or other VQA generalization benchmarks [3, 64].
However, for our setting, we create mixtures of VQA v2 and
AdVQA to serve as our evaluation data, where each mixture
contains different amounts of ID/OOD data.

VQA models. We use two different VQA architectures:
CLIP-ViL [49], which is an ensemble of MCAN [67] and
MoVie [43] with a CLIP [46] image encoder, and the recent
OFA model [62], which is a transformer encoder-decoder
model that performs multiple tasks and achieves state-of-
the-art accuracy on VQA v2. For OFA, we explore 2 dif-
ferent sizes of the model: Base and Large. CLIP-ViL is a
strong VQA model that treats VQA as a classification task
over a large set of answers [56], while OFA is a large-scale
pre-trained model that treats VQA as a generative task'.

'While OFA is a generative model, it uses a trie-based decoding method
for VQA that restricts the generated sequences to an answer vocabulary, as
opposed to open-ended generation [62].
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VQA Model f Selection function g CQR in % 1 AUC | @ B0 B100
Name Train Set  Name Train Set  Targets CQl% CQ5% CQ@10%
A MaxProb : - [63] 0.00  24.16 43.53 1355 49.12 1439  -4.64
Selector B Self [63] 1269  3L12 46.96 1247 5036 20.15 522
CLIP-ViL
MaxProb - - 260  26.13 4525 1297 5049 1659  -0.93
A+B Selector A+B  Self 297 2670 46.19 1280 5089 18.19  -0.65
Selector A+B  LYP 1522 3258 4918 1190 5143 2209 712
A MaxProb : : 001  36.07 56.49 10.10 5749 2315  -0.34
Selector B Self 1832 41.48 59.74 919 5797 2722 9.9
OFA-Base MaxProb . . 174 37.02 57.57 978 58.11 2209  0.53
A+B Selector A+B  Self 1972 42.70 60.84 890 5890 28.05  2.88
Selector A+B  LYP 2158  44.09 61.69 874 59.11 2879 10.88
A MaxProb : : 476 44.53 66.06 821 6190 2820 021
Selector B Self 2353 5017 68.76 733 6296 3443  9.88
OFA-Large MaxProb . . 130 4370 65.95 826 6224 27.09  -2.46
A+B Selector A+B  Self 2268 5027 69.27 732 63.03 3350 492
Selector A+B  LYP 2538  51.07 69.74 717 6341 3485 10.34

Table 2. Results on the mixed ID/OOD scenario composed of 90% VQA v2 and 10% AdVQA examples.

Selection functions. We explore MaxProb [17,22,25,29,

] as a baseline as it is a natural comparison to the VQA
model out-of-the-box since the confidence scores are sim-
ply the output probabilities of the model. We also employ
the Selector developed by [63] as it attains the strongest
performance for selective VQA. Selector is a two-layer
MLP that takes in a combination of image, question, multi-
modal, and answer representations from the VQA model in
order to predict a confidence score. We apply LYP to train
Selector and compare to training with the original approach
in [63] that utilizes held-out data. For each approach, we
set a threshold on the output confidence scores to make ab-
stention decisions (Sec. 3.1). Unless specified, we use by
default N = 10 disjoint subsets to partition our A+B data.

All results for the strongest VQA model, OFA-Large, are
averaged over 5 runs, while all other results are single runs.
More experimental details are in the appendix.

5.2. In-Distribution Experiments

We first experiment with only in-distribution data to
compare with prior work. Discussed in Sec. 3.1, we evalu-
ate using maximum coverage at different risk levels (CQR),
AUC for the risk-coverage curve, and effective reliability at
different costs (®.). We also present accuracy to give an
idea of the question-answering performance of each model.
ID performance consistently improves with LYP. Tab. |
shows that across all model architectures the top scores are
achieved using LYP. For instance, we see improvements in
C@1% over both MaxProb (A+B) and Selector (B) with
OFA-Large of 16.61% and 2.06%, respectively. Likewise,
D0 increases with LYP by 12.49 and 1.20 over Max-
Prob (A+B) and Selector (B), respectively, for OFA-Large.
The improvements are sustained at higher risk levels and

lower costs (e.g., +0.63% C@10% for Selector with LYP for
CLIP-ViL compared to Selector trained on held-out data).
These observations hold across each model we experiment
with on ID data. Lastly, we see that all Selector models out-
perform all MaxProb models on every metric, just as in [63].
LYP helps VQA models and Selector learn from the
same data. We see that training Selector and CLIP-ViL
on the same data (A+B) performs poorly, achieving CQR
and @, similar to its MaxProb counterpart. Conversely,
the OFA models and Selector are able to be trained on the
same data and reap the benefits of training on more data.
We conjecture that this is due to the overfitting issue dis-
cussed in Sec. 4 as CLIP-ViL has a training accuracy of
87.40% whereas, e.g., OFA-Base has a training accuracy of
82.92% while also having higher accuracy on the test split.
However, when using LYP, CLIP-ViL and Selector can be
trained on the same data and improve beyond the model
of [63] by, e.g., 2.61% CQ1%. Further, although training
on the same data can be done for the OFA models and Se-
lector, it does not perform quite as well as when LYP is
used. For example, with OFA-Base, training both the VQA
model and Selector on A+B has CQ1% of 26.64% com-
pared to 23.78% when the VQA model is trained on A and
Selector is trained on B. Meanwhile, using LYP with OFA-
Base attains 27.71% CQ1%. Overall, these results suggest
LYP helps better utilize the training data with Selector, im-
proving ID performance.

5.3. OOD Evaluation

For our OOD evaluations, we build mixed datasets com-
prised of 10%, 33%, 50%, and 66% OOD examples. All
mixtures contain 5K examples from AdVQA as OOD ex-
amples, and the rest are randomly sampled from the ID

24054



60 1 —— OFA-L+LYP
—e- OFA-L
OFAB + LYP
OFA-B
—— CLIPVIL + LYP
—&- CLIPVIL

50 s

Cov @R =5%
w S
o o
| |

N
o
L

104

T T T T T
0% 10% 33% 50% 66%
Percentage of OOD data

Figure 3. C@5% for various mixtures of VQA v2 + AdVQA. OFA-
L stands for Large, OFA-B for Base. Baseline is MaxProb.

VQA v2 test split. We report the results on the 10% OOD
mixture in Tab. 2. More details, results (e.g., on other mix-
tures), and qualitative examples are in the appendix.
MaxProb can be overconfident on OOD data. Across
all models, we see that MaxProb has <5% CQ1% and ®,
scores <1. This suggests that MaxProb can be overconfi-
dent on OOD examples, on which the model is more likely
to be incorrect. While improving the VQA accuracy of the
model improves MaxProb performance, training a Selector
still remains the most effective approach and consistently.
LYP maintains improvements over other methods in the
90%/10% setting. Similar to the pure ID setting, LYP con-
tinues to outperform other methods on the 90%/10% mixed
setting as shown in Tab. 2. Although, we see decreases in all
metrics across each of the different methods, demonstrating
the challenge of this task even with just 10% OOD data.
The more OOD data, the more challenging. We display
CQ@5% and P for the various mixtures of ID/OOD data
in Figs. 3 and 4. For both plots, we show each of the three
models with a LYP-trained Selector versus the performance
of MaxProb, each trained on the full A+B data. Across
all OOD levels, LYP largely outperforms the baseline for
all three models, for both C@Q5% and ®1¢y metrics. How-
ever, we observe that performances degrade quickly with a
high OOD level. At the highest level (i.e., 33.3%/66.7%
ID/OOD), all Maxprob models have <2% C@5%, while
LYP has around 10% coverage. For ®149, most models
are below zero. We see that scaling alone is not sufficient
to ensure high performances: while OFA-Large (MaxProb)
has good performances on ID data, and is above OFA-Base
+ LYP, this is no longer true with OOD data. Our LYP
Selector is effective at mitigating this loss in performance
on OOD data. However, for OFA-Large, we note that the
LYP-trained Selector is not always better than the Selector
trained with held-out data for higher OOD levels. We dis-
cuss this and a mitigation strategy in the appendix. Com-
bining the observations in Figs. 3 and 4, we see the poten-
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b
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1
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Figure 4. ®1¢ for various mixtures of VQA v2 + AdVQA. OFA-
L stands for Large, OFA-B for Base. Baseline is MaxProb.

Acc. CQl% CQ@5% CQ@l0% AUC

Selector 71.25 19.05 41.83 59.55 9.29
Selector + KNN  71.25 19.92 41.78 59.75 9.27
Selector + SSD 71.25 18.99 41.90 59.27 9.27

Table 3. OOD Detection baselines. Scores are reported on the
mixed ID/OOD data composed of 90% VQA v2/10% AdVQA.

tial performance that models could achieve, based on CQR
which is irrespective of the threshold chosen, versus the re-
alized performance when choosing a threshold as one would
do in practice, shown by ®1¢g. This shows that more work
is needed to help generalize to such OOD data.

OOD detection features do not necessarily help. Inspired
by [15], we train Selector with out-of-distribution detection
scores computed with KNN [54] or SSD [48] as added fea-
tures. We find that these features do not bring significant
improvements to our evaluation metrics (Tab. 3). More de-
tails about those experiments can be found in the appendix.

Augmenting Selector training with known OOD data
also does not improve. As discussed in Sec. 3.3, we also
try training Selector on the B set, along with some known
OOD datasets similar to [29]. This may help learn to dis-
card hard examples which are very far from its training dis-
tribution. For this experiment, we use the training sets of
OK-VQA [41], which has the same image distribution but
a different question distribution, and of VizWiz [23], which
has both image and question distribution shifts compared to
VQA v2. We see in Tab. 4 that this method is not very
successful at improving selective prediciton in this OOD
evaluation setting. Contrary to the findings of [29] for text-
only question answering, on the Selective VQA task, adding
this known OOD data during training decreases the perfor-
mance of our Selector on unknown OOD data at test time.
Overall, it appears that more traditional approaches for han-
dling OOD examples may have difficulty generalizing to
this multimodal setting.
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Model  Selector CQl% C@5% C@l10% AUC
90% VQA v2, 10% AAdVQA

A B 19.00  41.64 5897  9.34
A B+00D 1848  41.08 5940  9.36
50% VQA v2, 50% AdVQA
A B 268 1598 2672 18.97
A B+00OD 256 1493 2682  19.08

Table 4. Results with exposure to known OOD data for OFA-Base.

N CQl% CQ@5% C(CQl0% AUC

10 2771 51.64 70.20 6.98
2 27.64 51.24 70.12 7.01

Table 5. Varying the number of splits /N for LYP. Results are
reported on the ID test split for OFA-Base, trained on A+B, with a
selector trained on A+B.

5.4. Further Analysis

In addition to the following, we have more qualitative
results, analysis, and evaluation on other tasks (visual en-
tailment [66]) and datasets (VizWiz [23]) in the appendix.

Different numbers of splits/peers for LYP. We ablate the
number of splits/peer models IV of the training data D with
OFA-Base. Ideally, the peer models in LYP should have
predictions and failure modes similar to the full model,
which suggests that more peer models may be better (i.e.,
each peer model is trained on more data). We see in Tab. 5
that for OFA-Base the number of peers has a small impact
on the final results. However, we also find that the differ-
ence in accuracy of OFA-Base fine-tuned on 50% vs 100%
of the training data is small (74.03% vs 75.18%). Therefore,
the difference in signal from the labels of 2 vs 10 peers may
be similar. For VQA models with less pre-training, this dif-
ference may be greater and more models may be needed.
This suggests that the training requirements for LYP can
be reduced while maintaining strong performance for large
pre-trained models.

Effect of training data size. We show in Tab. 6 that the
amount of data used for the Selector training is an important
factor for its performance. Note that the Train B set, used
by [63] to train their selector, has 86K examples, which is
~15% of the full Train A+B. The additional data, labeled
with LYP, helps Selector generalize better to test examples.

Impact of scaling on selective prediction. Tab. 7 shows
results for three OFA sizes: Medium, Base, and Large. We
see that larger models, in addition to having a much higher
accuracy on the testing set, have much better ID selective
prediction performance when paired with a trained Selector.

% of A+B  CQl1% CQ5% (CQl0% AUC
100 27.71 51.64 70.20 6.98

75 27.48 51.11 70.26 7.01

50 26.84 51.04 70.04 7.06

25 26.03 50.15 69.65 7.16

10 23.30 47.97 68.03 7.44

5 22.62 46.10 66.10 7.71

Table 6. Varying the amount of training data for the Selector with
LYP. The model is OFA-Base and results are on the ID test split.

Model  Method Acc. CQl% CQ5% CQl0% AUC

Med. MaxProb  71.30 5.08 37.56 56.85 9.95
Base MaxProb  74.70 3.45 45.60 66.61 7.99
Large MaxProb  77.79 20.57 53.99 75.18 6.42

Med. LYP 71.30 19.69 41.28 59.60 9.17
Base LYP 7470  27.71 51.64 70.20 6.98
Large  LYP 7179 3292 59.43 77.52 5.60

Table 7. Scaling results for OFA Medium (93M params), Base
(180M params), and Large (470M params) on the ID test split.

6. Conclusions

This is the first work to explore Selective Visual Ques-
tion Answering in the realistic, and challenging, mixed
ID+OOD scenario, where a model is exposed to sam-
ples from both the training distribution and also out-of-
distribution (OOD) examples. We find that out-of-the-box,
state-of-the-art VQA models [49,62] largely fail on this task
at a low risk of error (e.g., 1%). When training a multimodal
Selector [63] models significantly improve their abstention
decisions, matching observations in the in-distribution (ID)
scenario. However, a limitation of the multimodal Selector
training is that it requires splitting the training data between
the VQA model training and the Selector training to avoid
over-fitting on the training data. In this work, we address
this with our approach Learning from Your Peers (LYP),
which allows us to train both the VQA model and the Selec-
tor on the full training data. We find that in the ID scenario
as well as the mixed scenario of 90%/10% ID/OOD data,
LYP consistently performs best across all VQA models and
metrics, improving over baselines and prior work. Our best
result doubles the CQ1% over prior work [63]. Overall, all
models still have difficulties recognizing when they can-
not answer OOD examples correctly and thus decrease in
performance when the percentage of OOD data increases.
Interestingly, we observe that the better a VQA model is
ID, the more it loses if it has to also generalize the thresh-
old for abstention from ID to OOD (as measured by Effec-
tive Reliability ¢.). Thus, major challenges remain, both
for improving the generalizing abilities of VQA models to
OOD examples (i.e., answering OOD questions correctly)
as well as identifying examples that the model cannot an-
swer, whether they are in- or out-of-distribution.
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