
Weakly-Supervised Domain Adaptive Semantic Segmentation with Prototypical
Contrastive Learning

Anurag Das1, Yongqin Xian2*, Dengxin Dai1, Bernt Schiele1
1MPI for Informatics, Saarland Informatics Campus, 2ETH Zurich

{andas,ddai,schiele}@mpi-inf.mpg.de, yongqin.xian@gmail.com

Abstract

There has been a lot of effort in improving the perfor-
mance of unsupervised domain adaptation for semantic seg-
mentation task, however, there is still a huge gap in perfor-
mance when compared with supervised learning. In this
work, we propose a common framework to use different
weak labels, e.g., image, point and coarse labels from the
target domain to reduce this performance gap. Specifically,
we propose to learn better prototypes that are representa-
tive class features by exploiting these weak labels. We use
these improved prototypes for the contrastive alignment of
class features. In particular, we perform two different fea-
ture alignments: first, we align pixel features with proto-
types within each domain and second, we align pixel fea-
tures from the source to prototype of target domain in an
asymmetric way. This asymmetric alignment is beneficial
as it preserves the target features during training, which
is essential when weak labels are available from the tar-
get domain. Our experiments on various benchmarks show
that our framework achieves significant improvement com-
pared to existing works and can reduce the performance
gap with supervised learning. Code will be available at
https://github.com/anurag-198/WDASS.

1. Introduction
Semantic segmentation requires pixel level annotation,

which is expensive and time consuming. For real world ur-
ban scenes [5, 9, 32, 42], this becomes more challenging as
there are far too many objects to annotate in the scene. For
example, it takes around 90 min to annotate an image for
Cityscapes [5]. To reduce this annotation effort, the task of
Unsupervised Domain Adaptative Semantic Segmentation
(UDASS) [31, 44, 47, 48] proposes to learn from photore-
alistic synthetic images [26, 28, 38] with relatively cheap
labels. However, due to the domain gap between the real
(target domain) and synthetic (source domain) images, this
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Figure 1. We propose a common framework for different weak la-
bel (image, point and coarse labels) for the task of Weakly Super-
vised Domain Adaptative Semantic Segmentation(WDASS). Our
proposed framework, utilising cheaper weak labels bridges the gap
between UDA (CorDA [35], ProDA [43], DASS [16]) and super-
vised learning. Notably, for coarse annotation, our method outper-
forms supervised learning, exhibiting the potential of weak labels
for domain adaptation task.

problem becomes more challenging. There have been many
efforts [16, 29, 31, 41, 43, 44, 44, 48] to improve the perfor-
mance on the UDASS task, yet there is a big performance
gap compared to supervised learning. In this work, we pro-
pose to exploit additional weak labels (image [13,22], point
and [1] coarse labels [5]) for the real images to improve
over the UDASS performance and reduce the performance
gap with supervised learning.

Weakly supervised Domain Adaptive Semantic Segmen-
tation (WDASS) relaxes the problem of UDASS by allow-
ing weak labels from the target domain. However, it is non
trivial to optimally use the weak labels. [25] works with im-
age and point labels and focuses on pixel level adversar-
ial alignment between source and target domains. [6] works
with coarse labels and uses self-training for feature align-
ment. Both these methods use the weak labels only as addi-
tional supervision signal from the target domain and do not
use them for aligning features between the source and tar-
get domain. Moreover, these works do not have a common
framework that works with different weak labels. We pro-
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pose a common framework that works with different weak
labels (e.g., image, point and coarse labels) and use these
weak labels for feature alignment between source and target
domains, improving domain adaptation for semantic seg-
mentation task.

Inspired by the recent success of prototype based learn-
ing for semantic segmentation [8, 45], few shot learn-
ing [7,34,40] and UDASS [16,20,43], we propose to extend
prototype learning for the WDASS task. For the UDASS
task, prototypes are constructed on the target domain by av-
eraging features from noisy pseudo labels [16,43], resulting
in noisy prototypes. With the guidance of additional weak
labels from the target domain, we improve the quality of
the prototypes. Specifically, we use the pixel labeled weak
labels (point or coarse labels) to correct the prototypes and
image labels to further improve the features by penalising
the category features not present in an image. Next, we
perform contrastive alignment of features using the proto-
types. We propose two alignments, namely intra domain
alignment and inter domain alignment. Intra domain align-
ment aligns pixel features with prototypes within individual
domains (source and target). This helps in learning compact
and better features. On the other hand, inter domain align-
ment aligns features from the source to prototypes from the
target domain in an asymmetric manner, reducing the do-
main gap between source and target domains. This asym-
metric alignment only changes the source features and pre-
serves the target features during training. This type of align-
ment is essential when we have weak labels from the target
domain. Overall our proposed framework uses weak labels
and improves the performance of UDASS task substantially.
We summarise our main contributions as:

• We propose a new framework for WDASS task that
works seamlessly with image, point and coarse labels
from the target domain. Our method constructs better
prototypes using different weak labels. Further, we in-
troduce intra and inter domain contrastive alignment of
features with prototypes for source and target domains
for WDASS task.

• Our framework using different weak labels (image,
point and coarse labels) is able to bridge the gap be-
tween UDASS and supervised learning, showing the
effectiveness of the weak labels. Distinctly, with
coarse labels, our framework even outperforms super-
vised learning.

• We show the tradeoff between annotation cost vs. se-
mantic segmentation performance for different weak
labels. Notably, point annotation achieves better per-
formance in lower annotation budget scenarios than
coarse and image label.

• Our framework sets a new state of the art for WDASS
on standard benchmarks for different weak labels, with
significant improvement over prior works.

2. Related Work

Unsupervised Domain Adaptative Semantic Segmenta-
tion The task of UDASS aims to learn from a labeled source
domain and unlabeled target domain and improve perfor-
mance on the target domain [31, 47]. The inherent domain
gap between the source and target domains makes this chal-
lenging. Prior works use adversarial training for distribu-
tion alignment [25, 31], contrastive alignment of source-
target features [16, 19, 33] and self-training with pseudo la-
bels [29, 41, 44, 47, 48]. Recently [16, 43] used prototype
based self-training to further improve the performance on
UDASS task. However, even with various works, the per-
formance gap between UDASS and supervised learning re-
mains to be high [16,43]. In this work, we propose to utilize
cheaper weak labels from the target domain to improve on
UDASS and reduce the gap with supervised learning.

Weakly Supervised Domain Adaptative Semantic Seg-
mentation Weakly Supervised Domain Adaptive Semantic
Segmentation (WDASS) eases the task of UDASS by al-
lowing weak labels from target data. [25] makes use of im-
age and point label and proposes adversarial alignment of
features at pixel level to solve WDASS. [36] uses bound-
ing boxes as weak labels and uses adversarial learning
for domain-invariant features. [6] uses self training and a
boundary loss for improving performance on WDASS with
coarse labels. Despite the benefits of weak labels, WDASS
task has not been properly explored by the community.
They use the weak labels only as additional supervision sig-
nal and not for aligning the source and target features.In this
work, we propose a common framework for 3 weak labels
(image, point and coarse labels) that utilizes weak label for
aligning the source-target features and outperforms previ-
ous methods achieving competitive performance compared
to supervised learning.

Learning from prototypes Prototype learning has become
popular for few shot learning [7, 17, 21, 34, 40] where pro-
totypes are used as representative features for classes. Clas-
sification is performed by matching query features with
learned prototypes from a support set. Recently, prototype
based learning also improved performance on semantic seg-
mentation task [46] and UDASS task [16,43]. [46] proposes
to use a set of non-learnable prototypes for a class and per-
form dense prediction by nearest neighbor matching with
these prototypes. [43] proposes to use prototypes to tackle
the noisy pseudo labels during self-training. Different from
these works, we extend prototypes for WDASS task and uti-
lize weak labels to construct better prototypes.

Contrastive Learning Contrastive learning has become
popular for learning representations in an unsupervised [3,
4, 11, 18, 24, 39] way, which performs well for down-
stream tasks such as object detection and semantic seg-
mentation. The key idea is to select similar (positive)
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pairs to pull together in feature space, and dissimilar (neg-
ative) pairs to contrast in feature space. Contrastive learn-
ing also helps in supervised learning. [37] showed that su-
pervised contrastive learning improves the categorical rep-
resentations and improves semantic segmentation perfor-
mance. Contrastive learning has also been used for UDASS
task [16, 19]. [19] proposes patch contrastive learning for
aligning source and target domain for UDASS task. For our
work, we use contrastive learning for WDASS task and pro-
pose inter and intra domain contrastive alignment for align-
ing source and target domain features using prototypes.

3. Method
In this section, we first describe the preliminaries

(Sec. 3.1), where we present the problem of WDASS and
prior information required for our method. We then discuss
the key components, Weak Label Guided Prototype Learn-
ing (Sec. 3.2), where we discuss constructing prototypes
from the weak labels. Next, we present Prototype based
Contrastive Learning (Sec. 3.3), where we discuss our con-
trastive learning approach for reducing the domain gap be-
tween the source and target domain. In the end, we present
the training details (Sec. 3.4) for our framework.

3.1. Preliminaries

Problem For the task of WDASS, we have a source dataset,
Xs = {xs}ns

j=1 with labels Ys = {ys}ns
j=1 and target dataset

Xt = {xt}nt
j=1 with labels Yt = {yt}nt

j=1, where yt is a
weak label, ie. yt ∈ {image, point, coarse} label. The goal
is to train a segmentation network using source labels (Ys)
and target weak labels (Yt), that adapts well to the target
dataset Xt.
Self-training with pseudo labels For the unlabeled regions
in the target domain, we generate pseudo labels, based on
the prediction probability, following UDASS methods [16,
29,41,43,44,47,48]. For a given pixel i and class k, pseudo
label ŷ(i,k)t is defined as:

ŷ
(i,k)
t =

{
1, if k = arg maxcp

(i,c)
t and p

(i,c)
t > τ

0, otherwise
(1)

Where τ is a fixed confidence thresholding parameter (τ =

0.96) and ŷ
(i,k)
t is the one-hot mask for each pixel. We use

these pseudo labels for training a segmentation network (gθ)
on the unlabeled regions of the target domain images. For
better results, following prior works [12,16,30], we employ
a teacher network (hϕ), which is an exponential moving
average of the segmentation network (also called student
network,gθ) during training. Specifically, the weights (ϕ) of
the teacher network are updated using the student weights
(θ) following, ϕ = λϕ + (1 − λ)θ, where λ is the momen-
tum parameter. Following previous works [12, 16], we set
λ = 0.999.

Boundary loss Since the weak labels do not have bound-
ary information, we learn this boundary information from
the source domain. [6] showed that using a boundary loss
on synthetic data improves performance on training with
coarse labels. We additionally show that this loss also im-
proves performance with other weaker labels, namely image
and point labels. The boundary loss (Lboundary) computes
the similarity between the ground truth boundary and pre-
diction boundary, computed by taking the gradient over the
ground truth mask and prediction mask. We present more
details in the supplement.

3.2. Weak Label Guided Prototype Learning

Prototype based learning has been shown to be effective
for unsupervised domain adaptation [16, 43]. These meth-
ods compute prototypes by taking the average of features
from the pseudo labels in the target data. However, the gen-
erated pseudo labels for self training can be noisy due to
inherent imbalance in training data and domain biases in
training. Since the pseudo labels can be noisy, one can end
up with sub-optimal prototypes. We propose to improve the
prototypes from the guidance of the weak labels.
Point and Coarse Label In the scenario where we have
point or coarse annotations for target-domain images, we
first create an anchor feature for class k by averaging the
features f i

t corresponding to its labeled pixels yit.

akt =

∑
i 1[y

(i,k)
t = 1] ∗ f i

t∑
i 1[y

(i,k)
t = 1]

(2)

We then obtain a weight for each feature by computing its
similarity w.r.t the anchor feature, w(i,k) = f i

t ∗ akt . We use
this weight as contribution of the feature for computing the
final prototype for class k as

ηkt =

∑
i f

i
t ∗ 1[ȳ

(i,k)
t = 1] ∗ w(i,k)∑

i 1[ȳ
(i,k)
t = 1] ∗ w(i,k)

(3)

Where ȳt = yt ∪ ŷt, i.e. both labeled yt and pseudo labeled
ŷt pixels from the target domain. We compute this class
prototype from images in a training batch. Our prototype
computation assigns a higher weight to labeled pixel fea-
tures as the representative class prototype should be closer
to the labeled features than pseudo labeled features that can
be noisy.
Image Label For image label, where we do not have any
labeled pixels, we simply construct the anchor feature (akt )
by averaging all features that are pseudo labeled. The pro-
totypes are weighted averaged over all pseudo labeled fea-
tures. Further, we also utilize the weak image label to im-
prove the learned features. Specifically, we obtain pixel-
wise class logit scores (m(i,k)) as similarity of the feature,
f i
t with class prototypes ηkt .

m(i,k) = f i
t .η

k
t (4)
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Figure 2. Overview of our framework. We illustrate our approach for point weak label. For Weak Label Guided Prototype Learning, we
first compute the anchor for a class by averaging the features from labeled point pixels in a training batch, followed by computing weight of
all features as similarity with the anchor. To obtain a class prototype, we perform the weighted averaging of all class features with weight
computed previously. Next, we also use image label for correcting feature not present in an image by pulling it away from the prototypes
of classes present in the image. Prototype Based Contrastive Alignment proposes inter domain alignment, a novel asymmetric source to
target contrastive alignment along with intra domain alignment within individual domains for better feature learning for WDASS task.

We use the pixelwise logit score m(i,k), to obtain an image-
level prediction probability, pkt that is used for computing
the image loss, L1

image,

pkt = σ(log
1

N

N∑
i

exp m(i,k)) (5)

L1
image =

K∑
k=1

−ykt log(p
k
t )− (1− ykt )log(1− pkt ) (6)

Here, ykt is an image label, implying class k is present in
an image for ykt = 1. K is the total number of classes.
The LogSumExp expression in Eq. (5) is used to estimate
the smooth maximum from the logits [25], representing the
most activated pixel in the class map. Using the logits of the
most activate pixel, we obtain the image level prediction
(pkt ). This formulation is beneficial as it penalizes ‘maxi-
mum’ logit features and doesn’t penalize all features from
the image. This image loss based on prototypes helps in
correcting features during training by pulling away features
from prototypes for classes not present in an image and
pulling closer together features present in an image, thus
overall improving the feature quality. Please note that this
image loss is also applied for coarse and point labels, as
image labels can be obtained from point and coarse labels.
Prototype for source domain We also obtain class proto-
types for the source domain in a similar way as for weak la-
bels. However, fully labeled masks are available for source

domain and we use it to construct prototype instead of weak
labels.
Teacher network for better prototypes We use a teacher
network, which is an exponential moving average of the stu-
dent network to obtain features for prototype computation.
We use a momentum parameter of λ = 0.999 as used in
previous works [16, 46].

3.3. Prototype based Contrastive Learning

Once we have obtained prototypes following Sec. 3.2,
we use the prototypes for contrastive alignment of features.
We align the features from the student network with pro-
totypes from the teacher network using both Intra Domain
and Inter Domain Alignment.
Intra Domain Alignment As shown in Fig. 2, we perform
intra domain alignment of features for both source and tar-
get domains individually. Specifically, for a given pixel
feature, we construct a positive pair of the pixel features
with its corresponding class prototype while a negative pair
with different class prototypes. We use the standard in-
foNCE [10, 24] loss function for contrastive learning. For
the target domain, this loss for a given pixel featuref i be-
longing to class k with prototype ηkt is defined as:

Lt
intra = −log

exp(f i
t .η

k
t /τ)

exp(f i
t .η

k
t /τ) +

∑
c̸=k exp(f

i
t .η

c
t/τ)

(7)

Similarly for source domain, we define Ls
intra. We sum
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both these losses to get the intra domain alignment loss as:

Lintra = Lt
intra + Ls

intra (8)

This individual domain alignment is useful in learning bet-
ter compact feature representations and helps improve the
performance (see Tab. 4).
Inter Domain Alignment We also align features across
source and target domains. Specifically, we align features
from the source domain with prototypes from the target do-
main in an asymmetric manner. Given a feature fi from the
source domain, we construct a positive pair with the pro-
totype from the same class from the target domain and a
negative pair with the prototype from a different class in the
target domain. The inter domain alignment loss for source
pixel feature f i

s belonging to class k with target prototype
ηkt is defined as,

Linter = −log
exp(f i

s.η
k
t /τ)

exp(f i
s.η

k
t /τ) +

∑
c ̸=k exp(f

i
s.η

c
t/τ)

(9)

We ensure the asymmetric alignment by having no gradi-
ent flow through prototype features. This is implemented
by default via the construction of prototypes by the teacher
network, as its parameters don’t have gradients. Tradition-
ally, adversarial or contrastive alignment [16, 25] of source
and target features do not have this asymmetricity as they
mostly deal with unsupervised domain adaptation where no
weak labels from the target domain are present. With asym-
metric alignment, we preserve the features from the target
domain during training. This alignment is important for im-
proving performance for weakly supervised domain adap-
tation where we already have weak labels from the target
domain.

We combine the losses to get the prototypical contrastive
loss as:

Lcontrast = λ1Linter + λ2Lintra (10)

Where we use λ1, λ2 as 0.5.
Selection of samples for Contrastive training [14, 15,
27, 37] shows that the amount of training samples for con-
trastive learning is important. Following [37], we select a
subset of pixels for contrastive training. [37] samples ‘hard
samples’ as samples with incorrect predictions as ground
truth. We follow the same strategy for selecting samples
from the source domain where we have the ground truth la-
bels available. Similarly, for point and coarse labels from
the target domain, where we have few labeled samples, we
sample hard samples as the ones with incorrect predictions.
For image label, where we do not have any pixel labels, and
also for unlabeled regions of point and coarse annotation,
we select ‘easy samples’ as ones with higher prediction con-
fidence (threshold=0.95). We finally use a mix of hard and
easy samples as in [37] for contrastive training.

3.4. Training

As an initial baseline, one can train a segmentation net-
work with source labels (ys), pseudo labels (ŷt) for unla-
belled target pixels and target weak labels (yt) with classi-
fication loss. This is straightforward for point and coarse
labels,

Lbase = Ls
ce(xs, ys) + Lt

ce(xt, yt) + Lt
ce(xt, ŷt) (11)

However, for image label, where we only know the class
labels, we follow [25], and penalise classification logits
for classes not present in an image to get the image loss,
L2
image. We present more details in the supplement.

We combine the image loss from classification layer with
prototype based image loss from Eq. (6) to get the final im-
age loss as

Limage = L1
image + L2

image (12)

Finally combining the losses, we train with the following
loss,

L = Lbase+λ1Limage+λ2Lcontrast+λ3Lboundary (13)

We select the hyperparameters λ1, λ2, λ3 as 1.0, 1.0 and
10.0 for our experiments.

4. Experiments

Datasets and metric used. We evaluate our method on
two standard domain adaptation benchmarks i.e., GTA-5 →
Cityscapes and Synthia → Cityscapes. For Cityscapes, we
use 2975 images from the train split and report results on the
val split with 500 images. We follow previous work [25]
and compare our method with point and image weak la-
bels. We obtain point label annotation by randomly sam-
pling one pixel per class in an image following [25]. Fur-
ther, image labels are obtained from the available class la-
bels from the ground truth labels. We also compare with
an additional coarse weak label, which is provided in the
Cityscapes dataset (gtCoarse). For GTA-5 and Synthia, we
use the available 24966 and 9400 training images. We use
the mean Intersection over Union score (mIoU) for evalua-
tion.
Implementation details. Following prior works [25],
we use a DeepLabv2 segmentation model with ImageNet
pretrained ResNet-101 as backbone and also resize the
Cityscapes images to 1024x512 and GTA-5 images to
1280x760 resolution. We employ SGD optimiser with
poly learning rate scheduler having initial learning rate of
2.5x10e−4. We set a momentum of 0.9 and weight de-
cay rate of 0.0001. We use a crop size of 512x512 and
train for 150000 iterations. For GTA-5→Cityscapes setting,
we initialise the network with weights from DeepLabv2
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GTA5 → Cityscapes Synthia → Cityscapes
Method mIoU gap mIoU† mIoU* gap
Source 36.6 +30.8 34.9 40.3 +33.6

U
D

A

CorDA [35] 56.6 +10.8 55.0 62.8 +11.1
ProDA [43] 57.5 +9.9 55.5 62.0 +11.9
DASS [16] 57.1 +10.3 55.6 62.9 +11.0

im
ag

e baseline 51.4 +16.0 36.1 39.1 +34.8
WeakSegDA [25] 53.0 +14.4 50.6 58.5 +15.4

Ours 61.5 +5.9 61.3 63.9 +10.0

po
in

t baseline 54.9 +12.9 48.5 53.3 +20.6
WeakSegDA [25] 56.4 +11.0 57.2 63.7 +10.2

Ours 64.7 +2.7 62.8 68.7 +5.2

co
ar

se baseline 60.8 +6.6 54.6 59.1 +14.8
Coarse-to-fine [6] 66.7 +0.7 61.6 67.2 +6.7

Ours 69.1 -1.7 66.0 71.0 +2.9
Supervised 67.4 0.0 68.8 73.9 0.0

Table 1. Comparison results on GTA→Cityscapes and
Synthia→Cityscapes. We show two comparisons, first, domain
adaptation with no labels from the target domain (UDA) vs. do-
main adaptation with weak labels (image, point, coarse) from
the target domain. Second, Comparison of our method (ours)
with baseline and existing methods(WeakSegDA [25], Coarse-to-
fine [6]) for each weak label. gap: performance gap for mIoU
scores wrt to the supervised setting. Lower value of gap is bet-
ter. Results reported in mean IoU for 19 Cityscapes classes for
GTA5→Cityscapes. For Synthia→Cityscapes, results are reported
for common 16 (mIoU†) and 13 (mIoU*) Cityscapes classes.
Classwise result reported in supplement.

network trained on GTA-5 dataset, and similarly for
Synthia→Cityscapes, we initialise with Synthia pretrained
weights. Following works on UDA [12,30] we also employ
classmix [23] based augmentation in our training. We use a
bottleneck projection head (single 1x1 Conv layer to reduce
dimension from 2048 to 256) on top of the segmentation
backbone to obtain features for contrastive alignment.
Annotation costs. Labeling task for semantic segmen-
tation is quite expensive. Cityscapes fine annotation takes
around 90 min [5] (including quality control) for annota-
tion. On the contrary, weak annotations are much cheaper.
Coarse annotation takes only 7 min [5] per image for anno-
tating. It sacrifices the fine boundary details to achieve this
low cost. Further, point label and image label take around
45 and 30 seconds [25] respectively for annotation.

4.1. Comparison with State-of-the-Art

We make the comparisons on GTA5→Cityscapes and
Synthia→Cityscapes settings in Tab. 1. We perform two
key comparisons. First, we compare our method perfor-

1 4 8 32 128 500 4000
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Figure 3. Annotation cost vs. performance. 1. Comparison of
WDASS (point, image, coarse) vs. SoTA semi-supervised do-
main adaptation [2] (Semi-Sup DA) vs fully supervised training
on the source (only source) and target (supervised). 2. Compari-
son within weakly supervised domain adaptation for various weak
labels (Point, Image, Coarse labels).

mance for each weak label (image, point and coarse labels)
with prior works (WeakSegDA [25] for image and point la-
bel, Coarse-to-fine [6] for the coarse label) and also with
an intuitive baseline of training segmentation network with
source labels and target weak labels. Second, we com-
pare our method’s performance with UDA SoTA methods
(CorDA [35], ProDA [43], DASS [16]) and with the su-
pervised baseline to show our method is able to bridge the
performance gap between them.

For the first comparison, our method outperforms both
the baseline and previous works for all three weak la-
bels (image, point and coarse) for both GTA5→Cityscapes
and Synthia→Cityscapes, see Tab. 1. Notably, we out-
perform the SoTA methods by a margin of 8.5, 8.3 and
2.4 mIoU for image, point and coarse weak labels, re-
spectively for GTA5→Cityscapes setting. Similarly, for
Synthia→Cityscapes setting, we outperform the SoTA
methods for all three weak labels by a margin of 10.7, 5.6
and 4.4 mIoU for 16 classes (mIoU†in Tab. 1) and by 5.4, 5
and 3.8 for 13 classes (mIoU* in Tab. 1) with image, point
and coarse labels respectively.

For the second comparison, we observe that using weak
labels indeed bridges the gap between UDA and supervised
learning. Remarkably, our method with coarse annotation
for GTA5→Cityscapes setting outperforms supervised set-
ting by a difference of 1.7mIoU. This is promising as our
method used only 8% of the annotation budget compared to
supervised learning (see Fig. 3).The performance gap with
supervised learning for point and image labels are 2.7 and
5.9 compared to 9.9 for UDA setting for GTA5→Cityscapes
(see Tab. 1), suggesting weak labels are essential for im-
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proving performance over UDA. We see similar findings on
the difficult Synthia→Cityscapes setting in Tab. 1.

Overall, our method outperforms previous works in
weakly supervised domain adaptation by a significant mar-
gin and can also to push the performance closer to super-
vised learning.
Qualitative Comparison We show the qualitative compar-
ison of our framework with baselines in Fig. 4. For all three
weak labels, e.g., image, point and coarse labels. In par-
ticular, we point out the performance of the class ‘train’.
Our framework segments train better than the baselines for
all three weak labels. Further, within different annotation
types, coarse annotation performs best due to more labeled
pixel supervision from the target domain. We provide more
qualitative results in the supplement.

4.2. Annotation cost vs performance comparison

In this experiment, we show the cost-effectiveness of the
weak labels for WDASS task. For this comparison, we
sample 50, 100, 200, 400, 800, 1600, 2975 images from
Cityscapes train set and additional 19998 images from the
Cityscapes coarse set. The cost of annotation for weak la-
bels is computed following costs mentioned in Sec. 4. For
example, annotating 2975 images of the Cityscapes with
image label costs 24.8hrs, point label costs 37.2 hrs, coarse
label costs 347 hrs and fine label costs 4463 hrs.

We make two comparisons (see Fig. 3). First, we
compare performances under different annotation budgets
within weakly supervised domain adaptation for different
weak labels (image vs. point vs. coarse) and second, we
compare weakly supervised domain adaption with super-
vised learning (on the source and target separately) and
SoTA semi-supervised domain adaptation method [2].

For the first comparison within different weak labels,
we observe that Ours-Point outperforms other weak labels
in lower budgets suggesting it to be better suited for low-
budget settings. For the second comparison, we observe
our framework in general, outperforms Semi-supervised
Domain adaptation SoTA [2] and the supervised baselines
(only source, supervised). Further, with only 8% of fully
supervised budget (347 vs. 4463 hrs), coarse annotation
outperforms supervised learning by 1.7% mIoU (69.1% for
coarse vs 67.4% for supervised learning), suggesting the
importance of coarse labels. Overall, weak labels are better
and cost-effective alternatives compared to fine labels.

4.3. Ablation analysis

Ablation with network components We evaluate the con-
tribution of the components of our framework in Tab. 2.
’base’ refers to baseline as in Eq. (11), trained on source la-
bels and target weak labels. We have 3 components, namely
contrastive learning for prototypes (Lcontrast), image loss
(Limage) and boundary loss (Lboundary) as from Eq. (13).

base Lboundary Lcontrast Limage image point coarse
✓ 36.6 54.9 60.8
✓ ✓ 42.5 58.5 62.9
✓ ✓ 42.1 60.0 58.9
✓ ✓ 56.8 58.9 64.4
✓ ✓ ✓ 43.3 63.3 67.3
✓ ✓ ✓ 60.1 63.0 66.8
✓ ✓ ✓ 59.7 60.3 67.0
✓ ✓ ✓ ✓ 61.5 64.7 69.1

Table 2. Ablation result wrt to components on GTA5→Cityscapes
setting, measured in mIoU performance. Base: Supervised train-
ing on source and target weak labels (image, point and coarse
labels), Lboundary: Boundary loss, Lcontrast: contrastive loss,
Limage: Image loss.

image point coarse
Averaging 59.0 63.1 66.8
ours 61.5 64.7 69.1

image point coarse
Weak Sup. 39.0 49.9 65.0
ours 61.5 64.7 69.1

Table 3. Left: Comparison for prototype computation approach.
Averaging: Prototype computation by averaging the features for
a class following [16, 43], ours: Prototype computation by weak
label guidance as discussed in Sec. 3.3. Right: Comparison
with weakly supervised learning. We compare our method with
weakly supervised method based on classmix augmentation and
self-training, trained only on weak labels from target domain.

We observe that each of component, when added on base,
improves the performance. Particularly, for image label,
the addition of the image loss significantly improves perfor-
mance (36.6 vs 56.8mIoU). This shows the importance of
our image loss that corrects the features by penalising fea-
tures of class not present in the image. We also observe sim-
ilar improvement when we add two components two base.
Our framework performs best with all three components to-
gether with the significant improvement compared to base-
line, suggesting that the components are complementary to
each other and important for better performance.
Constructing prototypes We compare our weak label
guided prototype computation (see Sec. 3.3) to a popular
baseline of prototype computation by averaging of features
for a class as done by prior works [16, 43]. We show this
result in Tab. 3. We observe clear improvement in perfor-
mance when we construct prototypes with weak label guid-
ance. We outperform the baseline by 2.5, 1.6 and 2.3 mIoU,
clearly showing the importance of weak label guided proto-
type construction for WDASS task.
Comparison with weakly supervised learning We per-
form this comparison with weakly supervised learning to
show how much gain one can get with synthetic data by
WDASS (see Tab. 3) compared to weakly supervised se-
mantic segmentation. The weakly supervised baseline is
trained only on weak labels (image, point and coarse la-
bels) from the target domain and uses classmix augmenta-
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image point coarse
pixel-pixel 56.4 62.7 67.0
pixel-prototype 61.5 64.7 69.1

image point coarse
symmetric 58.6 63.5 67.4
assymmetric 61.5 64.7 69.1

base +Linter +Lintra image point coarse
✓ 59.7 60.3 67.0
✓ ✓ 60.4 62.6 67.1
✓ ✓ 60.2 63.9 67.7
✓ ✓ ✓ 61.5 64.7 69.1

Table 4. Ablation wrt to contrastive components, left: Comparison wrt to pixel-pixel contrastive learning vs pixel-prototype contrastive
learning (ours), middle: comparison wrt symmetric vs assymetric contrastive learning (ours) for inter domain feature alignment, right:
ablation wrt contrastive loss components, base: our method without contrastive component, Lintra: contrastive alignment loss within each
domain individually, Linter: asymmetric contrastive alignment between source and target domain.

tion [23] and self training, making it a stronger baseline. We
observe a significant gain of 22.5% for image label, 14.8%
for point label and 4.1% for the coarse weak label. This sug-
gests that WDASS with additional relatively free synthetic
images can improve over weakly supervised semantic seg-
mentation with significant performance gain.

4.4. Analysis for contrastive feature alignment

Pixel-Pixel vs Pixel-Prototype Contrastive Alignment In
this experiment, we make a comparison between pixel-pixel
and pixel-prototype (ours) feature alignment (Tab. 4 left).
For the pixel-pixel alignment baseline, we perform intra do-
main alignment with pixel features from the same domain
for both the source and target domain. We perform asym-
metric alignment with pixel features from source to target
domain for inter domain alignment. This comparison shows
the importance of our prototypes for feature alignment be-
tween source and target domains. We achieve an increment
of 5.1, 2.0 and 2.1 mIoU for image, point and coarse labels
respectively when using prototype based alignment, sug-
gesting importance of our prototypes for feature alignments.
Symmetric vs Asymmetric Inter Domain Feature Align-
ment In this experiment, we show the importance of
asymmetric alignment for inter domain alignment between
source and target domains (Tab. 4 middle). We compare
our method’s performance with a baseline with symmetric
alignment for inter domain feature alignment. For symmet-
ric alignment, we align features from the target domain with
prototypes of the source domain, along with the asymmetric
alignment of source features to target prototypes. We ob-
serve that with asymmetric alignment, our method outper-
forms the baseline with symmetric alignment by a margin
of 2.9, 1.2 and 1.7 mIoU for image, point and coarse labels,
respectively. This shows the importance of preserving the
target features during alignment for WDASS task.
Ablation with contrastive loss components In this exper-
iment, we ablate the contrastive loss components (Tab. 4
right). We observe that both inter (Linter) and intra do-
main alignment (Lintra) losses individually improve per-
formance over baseline with no contrastive learning. Par-
ticularly for point labels, the addtion of Linter improves
performance by 2.3 mIoU, and addtion of Lintra improves

   Ours-Coarse   Ours-Point

  Image    Ground Truth

    Ours-Image

 WeakSegDA-Image   WeakSegDA-Point      Coarse-to-fine

Figure 4. Qualitative comparison: We compare our framework’s
performance using different weak labels with previous works. In
this figure, class ‘train’ is segmented better for our framework than
previous works.

performance by 3.6 mIoU. Further, both these losses com-
plement each other and give best performance together.

5. Conclusion

In this work, we present a common framework that uti-
lizes different weak labels(image, point and coarse) for the
WDASS task. Our framework constructs better prototypes
by exploiting the weak labels. Further, we use these pro-
totypes for intra-domain alignment of features within indi-
vidual domains and inter-domain alignment of features be-
tween the source and target domain, thus effectively reduc-
ing the domain gap. Our framework effectively reduces the
performance gap between UDASS and supervised learning.
Notably, for coarse annotation, it even outperforms super-
vised learning, suggesting the importance of cost-effective
weak labels. We also perform annotation cost vs. per-
formance comparison within different weak labels, which
shows point labels have the best cost vs. performance trade-
off. More importantly, our framework outperforms the pre-
vious state of the art methods in WDASS task in the stan-
dard benchmarks. We hope our work inspires more innova-
tions in this challenging and promising direction.
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