
Learning a Depth Covariance Function

Eric Dexheimer and Andrew J. Davison
Dyson Robotics Lab, Imperial College London
{e.dexheimer21, a.davison}@imperial.ac.uk

Abstract

We propose learning a depth covariance function with
applications to geometric vision tasks. Given RGB images
as input, the covariance function can be flexibly used to
define priors over depth functions, predictive distributions
given observations, and methods for active point selection.
We leverage these techniques for a selection of downstream
tasks: depth completion, bundle adjustment, and monocular
dense visual odometry.

1. Introduction
Inferring the 3D structure of the world from 2D images

is an essential computer vision task. In recent years, there
has been significant interest in combining principled multi-
ple view geometry with data-driven priors. Learning-based
methods that predict geometry provide a prior directly over
the latent variables, which avoids the ill-posed configura-
tions of traditional methods. However, direct, overconfident
priors may prevent realization of the true 3D structure when
multi-view geometry is well-defined. For example, data-
driven methods have shown tremendous promise in monoc-
ular depth estimation, but often lack consistency when fus-
ing information into 3D space.

Thus far, designing a unified framework that combines
the best of learning and optimization methods has proven
challenging. Recent data-driven methods have attempted
to relax rigid geometric constraints by also predicting low-
dimensional subspaces or per-pixel uncertainties. Fixing
capacity during training is often wasteful or inflexible at test
time, while per-pixel residual distributions typically explain
away the limitations of the model instead of the relationship
between errors. In reality, the 3D world is anywhere from
simple to complex, and an ideal system should explicitly
adapt its capacity and correlation based on the scene.

In this paper, rather than directly predicting geometry
from images, we propose learning a depth covariance func-
tion. Given an RGB image, our method predicts how the
depths of any two pixels relate. To achieve this, a neural net-
work transforms color information to a feature space, and

Figure 1. Example monocular reconstruction using the depth co-
variance for bundle adjustment and dense depth prediction from
three seconds (100 frames) of TUM data. Three representative
images and the mesh from TSDF fusion of the depth predictions
are shown. Each frame leverages the learned covariance function
to model geometric correlation between pairs of scene points.

a Gaussian process (GP) models a prior distribution given
these features and a base kernel function. The distinction
between image processing and the prior enables promoting
locality and granting flexible capacity at test time. Locality
avoids over-correlating pixels on distinct structures, while
adaptive capacity permits tuning the complexity of our sub-
space to the content of the viewed scene.

Learning this flexible, high-level prior allows for bal-
ancing data-driven methods with test-time optimization that
can be applied to a variety of geometric vision tasks. Fur-
thermore, the covariance function is agnostic to the 3D rep-
resentation as it does not directly learn a geometric output.
Depth maps may be requested by conditioning on observa-
tions, but the prior may also be leveraged for inferring the
desired latent 3D representation. In Figure 1, we illustrate
depth covariance along with an example of bundle adjust-
ment, dense depth prediction, and multi-view fusion.
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In summary, our key contributions are:

• A framework for learning the covariance function by
selecting a depth representation, a base kernel func-
tion, and a scalable optimization objective

• Application of the prior to depth completion, bundle
adjustment, and monocular dense visual odometry

2. Related Work
View-based Priors for Geometric Inference Traditionally,
sparse reconstruction methods have ignored per-image cor-
relations [37], [26], while dense methods [27], [13] have
used naive priors based on neighboring pixels. With the
availability of depth data and the rise of deep learning, a
variety of learned depth priors have been proposed. Al-
though monocular depth estimation methods that directly
predict geometry [12], [15], [32] have demonstrated great
progress, they may predict irreparable mistakes and do not
allow for handling ambiguities. Utilizing surface normals
may refine these depth estimates [1], but the improvement
is still subject to errors from the initial depth prediction. For
this reason, we focus on approaches that balance learned
priors and test-time optimization. Popular approaches in-
clude predicting low-dimensional latent codes [3], [9] and
generating a basis of depth maps [42], [16]. While these
methods utilize single image information to reduce the di-
mensionality of depth map inference, they fix capacity dur-
ing training, produce overly smooth depth maps, and create
over-correlated global changes of the depth map. Predict-
ing mesh vertices in the image plane [4] permits distribution
of capacity and optimizing depth, but the number of latent
variables is still fixed and an explicit mesh representation
cannot easily model complex scenes.

Instead of predicting geometry directly, we focus on pre-
dicting geometric correlation. By decoupling the pipeline
into an image processing network and a GP, the network is
not responsible for learning geometry directly and we do
not need to fix the geometric capacity. The dimensionality
of the subspace may be adapted for representing low-rank
scenes more compactly and complex geometry with high-
fidelity. Lastly, we use a covariance function with locality
to bias learning towards local appearance information.
Learning Covariance Functions Choosing covariance
functions and performing model selection for GPs is a well-
studied topic [34]. While stationary kernels have been ex-
plored for merging LiDAR observations with monocular
depth estimates [49], more expressive kernels are required
for sparse observations. Nonstationary covariance functions
using local Gaussian parameterizations [29] have shown po-
tential in robotic terrain mapping [22]. However, since GP
model selection occurs per data example, optimizing hyper-
parameters is challenging, and novel nonstationary kernels
have been proposed to limit flexibility [5].

Rather than performing model selection per image, we
are inspired by deep kernel learning (DKL) [47], which
leverages training data to predict kernel hyperparameters.
Alternatively, this may be viewed as meta-learning, where
each task is an RGB-depth example [31]. To mitigate over-
correlation when using stationary kernels in feature space as
proposed in DKL [28], we utilize local information in pixel
space [29] to model surface geometry. While deep nonsta-
tionary kernel regression has been explored for depth com-
pletion [23], GPs balance data fit and model complexity dur-
ing training, and the uncertainty estimates are conducive to
decision-making and inference in optimization frameworks.
Residual Covariances in Computer Vision Uncertainties
in machine learning are often divided between two types:
model uncertainty and data uncertainty [19]. For vision
problems, model uncertainty is often ignored due to the
availability of data and for tractable optimization. Residual
uncertainty is usually predicted from a network as a per-
pixel variance due to high-dimensionality, but the assump-
tion of independence ignores the correlation present in im-
ages. For example, variational autoencoders (VAEs) [20]
with a diagonal likelihood output overly smooth mean pre-
dictions and unnatural samples with salt-and-pepper noise.
To introduce correlation in the likelihood, structured uncer-
tainty prediction networks (SUPNs) predict a full informa-
tion matrix by defining a graph topology consisting of spe-
cific neighbors [11]. Since this matrix is sparse, it can be
efficiently inverted to obtain the covariance matrix. This
has also been leveraged to distill monocular depth predic-
tion ensembles into a single SUPN [40].

Similar to SUPNs, we move beyond diagonal covariance
approximations that lack correlation. However, we learn
a covariance function which does not require a predefined
graph topology and allows for long-range correlations be-
yond neighboring pixels. Furthermore, the marginal distri-
bution of any set of variables may be examined without con-
structing the full joint distribution, which is of great interest
for compact inference in geometric vision.

3. Learning a Depth Covariance Function
Given an image, we model a distribution over possible

depth functions via a Gaussian process (GP) [34]. With
the input domain being normalized image coordinates xi =
(ui, vi) where ui, vi ∈ [−1, 1], the outputs for any finite set
of inputs are jointly Gaussian. The GP is then defined by a
mean function m(x) and a covariance function k(x,x′):

f(x) ∼ GP (m(x), k(x,x′)) . (1)

For learning the parameters of this GP, we need to select the
representation of depth, the mean and covariance functions,
and the optimization objective. We will outline our deci-
sions in the following sections, but there exist many ways
to define this prior.
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3.1. Depth Representation

When predicting depth, we often want to attenuate er-
rors further from the camera view, so that nearby structures
are prioritized. Examples of such representations include
inverse depth [7], disparity [32], and log-depth [12]. We
select log-depth for two reasons. First, the log-normal dis-
tribution is more suitable for skewed distributions [35], as
the range of the GP is unbounded. Representing depth or in-
verse depth with a normal distribution would require ad hoc
truncation, as depth functions could move behind the cam-
era. Second, we represent depth with relative scale, as the
absolute scale ambiguity in monocular images accounts for
much of the error in learned depth prediction [12]. We can
then focus on learning the relationship between predictions.
In the log-depth formulation, a constant mean m(xi) = m
directly corresponds to a scale variable. Given a log-depth
observation yi = logdi, we can adjust its scale via this
mean:

eyi−m = eyie−m = Ceyi = Cdi. (2)

In other words, the median of the depth distribution is con-
trolled by the mean of the log-normal distribution. Dur-
ing training, similar to [12], we may find the optimal scale
m that minimizes our data loss. In addition, the log-depth
representation allows covariance to be in relative scale. At
test time, the scale may be fixed if known, or jointly op-
timized with other variables. Learning a more expressive
mean function per image would be useful in the absence
of any depth observations, but introduces many degrees of
freedom. For GPs, generalization is largely dependent on
the covariance function, so we leave the mean to be a con-
stant per image.

3.2. Covariance Function

We would like to learn the parameters of a depth covari-
ance function using pairs of RGB and depth images. By def-
inition, the covariance function must be positive semidefi-
nite (PSD). In our framework, an RGB image is fed into
a convolutional neural network (CNN), which outputs fea-
tures for a base covariance function. We model the depth
observations as being jointly Gaussian so that the CNN and
base kernel hyperparameters may be jointly learned.

For the base covariance function, we would like to avoid
over-correlation of independent structures. To achieve local
influence, we use the family of nonstationary kernels de-
scribed in [29]. Each point xi in an image can be viewed as
a Gaussian distribution with a 2D kernel matrix Σi. Then,
the covariance between two points is the convolution of
these two densities over the input domain with a normal-
izing constant. Alternatively, this can be viewed as the
similarity between distributions via the Bhattacharyya ker-
nel [18]. Given an isotropic covariance function RS(

√
q),
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Figure 2. Visualizing our depth covariance function: for every
pixel of an input image, the trained network predicts a 2D kernel
matrix. Here we show the covariance function between pairs of
pixels in both matrix form and as edges in a graph, with the line
thickness representing the magnitude of covariance.

the closed-form expression is:

k(xi,xj) = σ2
f

|Σi|1/4|Σj |1/4

|Σi +Σj |1/2
RS(

√
q), (3)

q = (xi − xj)
T (Σi +Σj)

−1(xi − xj), (4)

where σ2
f is a learnable signal variance. To better han-

dle discontinuities, we select the Matérn function as our
isotropic covariance function. With the base covariance
function requiring a 2D PSD matrix for each pixel, the CNN
outputs three channels (c1, c2, c3), which are parameterized
given the positive diagonal and determinant constraints:

Σi =

[
ec1 tanh(c3)

√
ec1 ∗ ec2

tanh(c3)
√
ec1 ∗ ec2 ec2

]
. (5)

An example of five kernel matrices and the marginal co-
variance in matrix and graph form is shown in Figure 2. We
use a UNet architecture [36] and output features at different
levels for a multi-scale loss. Each scale also has its own GP
hyperparameters, signal variance σ2

f and noise variance σ2
n.

Depth maps are coarsened for lower-levels, so finer levels
are weighted higher during the total loss calculation.

While a more global covariance function, such as a
squared-exponential over output features, would provide
additional flexibility, we avoid this for two reasons. First,
changes in depths on one part of the scene may have signifi-
cant influence on a completely unrelated part, as seen in [3].
Second, deep kernel learning using this setup is unstable
and biased towards over-correlating the input domain [28].
By directly using pixel coordinates in our covariance func-
tion, we restrict changes in geometry to be local and bias
the network to learn local appearance information.
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3.3. Optimization Objective

In GP literature, model selection is performed by mini-
mizing the negative log marginal likelihood (NLML)

− log p(y|X) =
1

2
(y −m)T (Kff + σ2

nI)
−1(y −m)

+
n

2
log 2π +

1

2
log |Kff + σ2

nI|, (6)

where the matrix Kff is a PSD matrix with entries defined
by the covariance function. The first term is often referred
to as the “data fit”, while the third term is the “complex-
ity penalty”. In our scenario, the complexity term is min-
imized by correlating points, while the data term ensures
the ground-truth depth map is plausible given the mean and
predicted covariance.

However, the marginal likelihood for a GP requires a
O(N3) matrix inversion. For pixels in an image, this be-
comes intractable. Since depth images are relatively low-
rank, we use a sparse GP approximation [2] during train-
ing by randomly sampling inducing points for a Nyström
approximation to the full covariance matrix. Given the co-
variance matrix for the inducing points Kuu and the cross-
covariance between the inducing points and the entire do-
main Kuf, we have:

Kff ≈ K̃ff ≜ KfuK
−1
uu Kuf. (7)

Specifically, we use the variational free energy (VFE)
framework [45], which defines our training loss as

F =
1

2
(y −m)T (K̃ff + σ2

nI)
−1(y −m) +

n

2
log 2π

+
1

2
log |K̃ff + σ2

nI|+
1

2σ2
n

tr(Kff − K̃ff). (8)

The first three terms are the same as the original NLML,
but using the approximate covariance, while the last term
penalizes the conditional variances at all inputs given the
inducing points, which only requires the diagonal of the full
covariance matrix. Note that we also assume homoscedastic
observation noise variance σ2

n across the entire dataset.

4. Leveraging a Depth Covariance Function
Given an image and its corresponding CNN output maps,

we may leverage the covariance function by defining a prior
over depth functions, conditioning on depth observations to
yield a predictive distribution, and actively sampling pixel
locations that minimize the variance of depth predictions.

4.1. Gaussian Process Prior

Given a finite set of input points X∗, we may define a
Gaussian prior over their log-depths:

f∗ ∼ N (m, K(X∗, X∗)) . (9)

Figure 3. Conditioning example for 128 samples. The posterior
variance is high around edges and in areas lacking samples. The
columns of Kfn, or correlation maps, are shown for select points.

The GP defines a prior over functions, and for any num-
ber of input points, we obtain a Gaussian prior. For geo-
metric vision tasks, this prior can be leveraged for anything
from sparse to dense methods. Due to the marginalization
property of GPs, adding points to the indexing set will not
change the marginal distribution of the existing set. Alter-
natively, the prior may be viewed as an image-conditioned
regularizer of any desired latent geometry parameterization.

4.2. Predictive Distribution

In many cases, log-depth observations y, such as from
RGB-D sensors or LiDAR, may be available. We can ex-
plicitly condition the prior on these observations to obtain
a posterior distribution. The predictive mean f∗ and covari-
ance Σ∗ given N samples is:

f∗ = m+Kfn(Knn + σ2
nI)

−1(y −m), (10)

Σ∗ = Kff −Kfn(Knn + σ2
nI)

−1Knf. (11)

The predictive mean is a linear function in terms of the ob-
servations y, so test-time inference of latent depths is effi-
cient. If a full covariance is not required, only certain blocks
or per-pixel variances need to be calculated. Note that the
covariance depends only on the observation coordinates and
not the observed values. We visualize the predictive mean,
variance, and correlation maps for an example in Figure 3.

4.3. Active Point Selection

For dense reconstruction, it is beneficial to construct a
compact representation that can achieve high-fidelity re-
sults. As mentioned previously, the predictive covariance
depends only on the RGB image and locations of depth
observations, but not on the observations themselves. By
viewing the CNN as a meta-learned initialization of the non-
stationary kernel parameters, we may use 2D observations
as a proxy for the complexity of 3D geometry. Active selec-
tion of informative pixels up to a desired variance permits
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Figure 4. Qualitative comparison of random and active sam-
pling given 32 sample selections. Random sampling misrepresents
depth at the top of the image, while active sampling focuses on the
chair geometry and avoids redundant samples on the floor.

representing less complex scenes with fewer samples and
allocating capacity towards high-frequency geometry.

Inspired by sensor placement literature [17], an entropy-
based criterion is used to select informative pixels. In the
greedy-case, this simplifies to selecting the input point with
the highest conditional variance at each step. Since this re-
quires computing the conditional variance for each newly
added point, we leverage incremental updates to the vari-
ance and Cholesky factorization of the training covariance
matrix [33]. By decoupling the neural network and GP, we
do not require any additional network passes.

A qualitative example of active sampling is shown in
Figure 4. Random sampling severely misrepresents depth of
table and chairs, which all appear at similar depths. Active
sampling focus samples around the thin chair edge near the
image, while also avoiding oversampling on the floor. Fur-
thermore, active sampling avoids missing the top section of
the image, so that the table and chairs are well-represented.

5. Applications
We apply depth covariance to three fundamental geomet-

ric vision tasks: depth completion, bundle adjustment, and
monocular dense visual odometry (DVO). For depth com-
pletion, we use the NYUv2 benchmark [39] and the train-
test splits from [25]. For bundle adjustment and DVO, we
train the covariance function on ScanNet [10], and evaluate
on the TUM RGB-D dataset [41]. For the UNet, we use
an input size of 256× 192, 16 channels after the first layer,
5 downsampling steps, and 4 output levels. This results in
roughly 9 million parameters.

5.1. Depth Completion

Depth completion is a fundamental task that will be
leveraged for additional applications. We may directly con-
dition on sparse observations as described in Section 4.2 to
obtain a dense depth map and uncertainties.

5.1.1 Completion Accuracy and Error

Since our method does not predict a specific instance of ge-
ometry, we report errors with respect to the GP posterior
mean. We compare to the foundational Sparse-to-Dense
(S2D) [25], deep kernel regression with (KernelNet+R) and
without refinement (KernelNet) [23], and a recent state-of-
the-art network RigNet [48]. Results on the validation set
with 500 random samples are shown in Table 1.

Method Error (↓) Accuracy (↑)
RMSE δ1.02 δ1.05 δ1.10 δ1.25 δ1.252

S2D [25] 0.204 - - - 97.8 99.6
KernelNet [23] 0.198 65.5 82.9 91.6 97.7 99.8
KernelNet+R [23] 0.111 84.8 94.1 97.4 99.3 99.9
RigNet [48] 0.090 - - - 99.7 99.9
Ours 0.157 81.2 92.6 97.1 99.4 99.9

Table 1. Depth completion on NYUv2 with 500 sampled points.

KernelNet also predicts three feature maps for 2D co-
variance parameters, but we achieve better performance un-
der the GP framework. We achieve comparable accuracy
to state-of-the-art methods KernelNet+R and RigNet while
using fewer parameters. We also do not convert the prob-
lem into classification [23] or have complex forward passes
with iterative layers [48]. The depth covariance outperforms
methods with similar UNet architectures in RMSE. While
the error is not state-of-the-art, we use a lightweight net-
work and do not train specifically for the single task of depth
completion with the number of samples known a priori.

We also explore varying sparsity, as depth completion
networks are trained for a specific number of samples. A
comparison of RMSE for a varying number of test samples
is shown in Table 2. Depth covariance outperforms tradi-
tional depth completion methods for sparse inputs, and is
competitive with SpAgNet [8] which is designed specifi-
cally for these cases and contains an additional non-local
spatial propagation layer. We note that for error metrics,
we simply use the posterior mean for comparison. How-
ever, the GP provides a distribution over depths, not just a
single instance, and we will demonstrate additional capa-
bilities such as active decision-making and inferring latent
geometry when direct observations are not present.

# Samples 5 50 100 200
CSPN [6] 2.063 0.884 0.388 0.177
NLSPN [30] 1.033 0.423 0.246 0.142
SpAgNet [8] 0.467 0.272 0.209 0.155
Ours 0.717 0.298 0.236 0.193

Table 2. Depth completion RMSE (m) on NYUv2 with a varying
number of input samples. The best result is in bold, while the
second best is underlined.
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Figure 5. Calibration plots of varying posterior marginal covari-
ance block dimensions D on NYUv2 depth completion. The ideal
calibration is y = x, where the observed confidence matches
expected confidence. The region above the line indicates model
under-confidence, while the area below signals over-confidence.

5.1.2 Posterior Uncertainty

Calibrated uncertainties are beneficial for balancing multi-
ple views and sensors in optimization. Under-confidence
does not account for the full information given by the con-
straints, while over-confidence may bias the solution. Given
that the GP provides uncertainties in addition to the mean,
we evaluate the calibration properties for the depth comple-
tion setup from Section 5.1.

Since most methods typically estimate per-pixel obser-
vation noise, we assess the effect of including off-diagonal
terms. Calibration plots measure how well the model’s
predicted confidence matches the expected confidence. To
extend calibration plots for regression beyond variance
[21], we extract marginal covariances of varying dimension
D and calculate Mahalanobis distances using this block-
diagonal approximation to the full covariance matrix. We
then count the frequency of distances below varying chi-
square thresholds that define the expected confidence. In
the variance case with D = 1, residuals do not affect each
other. We plot the results in Figure 5 along with the RMSE
against the ideal calibration, where the empirical confi-
dence matches the observed confidence. Including more
off-diagonal terms improves the model calibration, and sig-
nificantly reduces the under-confidence of the model.

5.1.3 Active Sampling Evaluation

While the location of depth samples is often not a free vari-
able, such as from LiDAR or depth sensors, in monocular
vision, we may wish to actively estimate the depths of cer-
tain pixels to improve downstream tasks such as dense re-
construction. We investigate whether the meta-learned co-
variance parameters may be leveraged for selecting more
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Figure 6. Mean depth completion RMSE for random and active
sampling with a varying number of samples. Green line shows
mean percent improvement of active over random sampling.

informative pixels. We compare randomly sampling pix-
els uniformly against the greedy conditional variance as
described in Section 4.3. The effect on depth error and
the mean percentage improvement for a varying number of
samples is shown in Figure 6. Note that the greedy active
sampling consistently outperforms random sampling. For a
large number of samples, the relative improvement of active
sampling decreases as there is a sufficient number of obser-
vations. For a few samples, only coarse depth structure is
retained, and the greedy selection occasionally encourages
samples near the image boundaries. Beyond greedy selec-
tion, other sampling methods that explicitly minimize un-
certainty over the whole domain may demonstrate improved
performance at the expense of computational cost.

5.2. Bundle Adjustment

Bundle adjustment is the foundation for many vision
pipelines, and when successful, it produces very accurate
camera poses. However, the standard formulation of assum-
ing independence between observations proves challenging
for monocular SLAM systems, which may fail during ini-
tialization or when translation is negligible compared to ro-
tation. Many realistic scenarios require robust and fast ini-
tialization with little motion. Therefore, we evaluate the use
of the depth covariance in small baseline scenarios. We also
show that the depth covariance is not limited to 2D depth
map inference, but can also be used to infer 3D structure.

Bundle adjustment jointly optimizes camera poses and
point landmarks given pixel correspondences. Tradition-
ally, the cost involves the sum of reprojection errors, as well
as pose and scale priors on the first pose to fix gauge free-
dom which we omit for brevity. We also add our depth prior
factor per camera, so for landmarks P in the world frame,
and poses TcW for c = 1, ..., C, we have:

E =
∑
c

∑
i

||π(TcW ,Pi)− xc,i||2σ2
rI

+
∑
c

||[TcWPc]z −mc||2Kc
, (12)
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Figure 7. Factor graphs for bundle adjustment and monocular
dense visual odometry. Pose and scale priors to constrain gauge
freedom are omitted for simplicity.

where each frame also has a scale variable mc and depth
covariance Kc for vectorized observed landmarks Pc in that
frame. The projection function π projects 3D landmarks
into the image plane. To reduce the influence of outliers,
we use the Huber cost function for reprojection errors. The
least-squares cost is optimized using Levenberg-Marquardt
via GTSAM [14]. The corresponding factor graph is shown
on the left of Figure 7.

We divide all of the Freiburg 1 sequences from the TUM
RGB-D dataset into small baseline 5-frame windows. This
yields 1544 sequences, emulating initializations to visual
odometry systems. For the frontend, Shi-Tomasi corners
[38] are detected and tracked using Lucas-Kanade track-
ing [24], and outliers are filtered out via essential matrix
RANSAC. Poses are initialized using the motion capture
data closest to the current RGB frame timestamps, while
landmarks are triangulated if sufficiently constrained. We
optimize each sequence with and without the GP depth prior
to evaluate its effect. Using the corresponding depth frames,
we compare the error of the reprojected sparse landmarks
where valid depths occur, as well as the dense depth map
error by conditioning on the sparse landmarks. To handle
monocular scale ambiguity, we align depth maps with the
optimal scale before computing the error. A boxplot of er-
rors between the two methods is shown in Figure 8. By ex-
ploiting the correlation between observations, significantly
more coherent geometry can be generated, as visualized by
an example in Figure 9. Note that the prior is able to achieve
consistent geometry despite the low baseline and only opti-
mizing sparse landmarks. The shadows reveal the complete
chair legs and table. We also show a longer example with
over three seconds of data fused into a TSDF in Figure 1.

5.3. Monocular Dense Visual Odometry

We propose a monocular dense visual odometry system
based on the depth covariance and conditioning on per-

0.0 2.5 5.0 7.5 10.0 12.5 15.0 17.5
Depth RMSE (m)

Sparse

Dense

1.18

0.53
0.79

0.44

Without GP Depth Prior
With GP Depth Prior

Figure 8. Boxplot of sparse and dense depth errors across all 5-
frame windows, with and without the GP depth prior included in
the optimization. The median RMSE is written next to the plots.

Figure 9. Qualitative example of small baseline bundle adjustment
with and without the GP depth factor. Both examples fuse 5 pre-
dicted depth maps densified from the optimized landmarks into a
TSDF, and are visualized with identical lighting.

frame latent depth points. We perform sliding window op-
timization over a fixed number of keyframes, where poses,
scales, and inducing depths are optimized per-frame. To
regularize the depths, we may condition on the current es-
timates of the inducing depths as in Section 4.2, project
depths into neighboring keyframes, and apply relative pho-
tometric error constraints. The photometric error for pixels
n across all directed edges E is:

E =
∑
i,j∈E

∑
n

||Ii(xn)− Ij(w(xn,Ti,Tj ,yi,mi)||2σ2
rI
,

(13)

where I is the image intensity, x are pixel coordinates, w is
the warping function that queries a depth map and projects
the corresponding point into the neighboring image, T are
camera poses, y are estimated log-depth observations, and
m is the mean log depth. The corresponding factor graph
with the depth priors included is shown in the right of Fig-
ure 7. To initialize a new keyframe, we first run the RGB
through the network to get the covariance feature maps and
sample inducing points. We perform active sampling since
this is independent of whether log-depths are known as
mentioned in 4.3, and stop sampling if a maximum variance
threshold is achieved. The log-depths y of a new keyframe
are initialized by minimizing the least-squares cost of the
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Figure 10. Example depth maps of keyframes while running the dense odometry on ScanNet validation sequences and TUM.

prior at the sampled locations and a predictive data term
over the reprojected depths d from the latest keyframe:

yinit = argmin
y

||y −m||2K + || logd− f∗||diag[Σ∗]. (14)

When the window size is full, the last keyframe is dropped,
and scale and pose priors are added to the current estimates
of the oldest keyframe still in the window. Initialization of
the system is achieved via two-frame SfM, where the first
frame’s depth map is optimized along with the relative pose
to another frame. Tracking is performed using coarse-to-
fine photometric tracking against the last keyframe. We also
optimize affine brightness parameters for varying exposure.

For quantitative evaluation, we compare our odometry to
other learning-based dense systems on Freiburg 1 sequences
in the TUM dataset. Since our method is purely a sliding-
window odometry system, we compare against the compa-
rable monocular methods evaluated in [44] that lack global
optimization and bundle adjustment. We omit the floor se-
quence which drops a significant number of frames. The
absolute trajectory errors (ATE) are shown in Table 3. Since
our dense odometry does not have global scale, we align to
the ground-truth trajectory’s scale.

Despite the simplicity of our system, it is first or second
in 6 of 8 sequences, and achieves the best mean error. We
only use photometric error compared to the additional depth
and keypoint factors in DeepFactors. While we lack many
features in our simple sliding window formulation, we be-
lieve that including additional components will further im-
prove the results. Qualitative examples of inferred depth
maps from the odometry on ScanNet validation sequences
and TUM are shown in Figure 10. Note that our represen-
tation can predict a variety of thin structures and regularize
flat ones, even in the case of high-frequency texture.

Odometry runs at an average of 7-10 Hz on 256 × 192
images with 8 keyframes on a single RTX 3080. The code is
not optimized and alternates between tracking and mapping
in a single thread, so we believe significant speed-ups are
possible given additional optimization or compute.

Sequence TartanVO DeepV2D DeepFactors Ours
[46] [43] [9]

360 0.178 0.243 0.159 0.128
desk 0.125 0.166 0.170 0.056

desk2 0.122 0.379 0.253 0.048
plant 0.297 0.203 0.305 0.261
room 0.333 0.246 0.364 0.257
rpy 0.049 0.105 0.043 0.052

teddy 0.339 0.316 0.601 0.475
xyz 0.062 0.064 0.035 0.056

mean 0.188 0.215 0.241 0.167

Table 3. Absolute trajectory error (m) on TUM Freiburg1. The
best result is in bold, while the second best is underlined.

6. Conclusion and Future Work

We have proposed learning a depth covariance function,
and provided selections of the depth representation, the base
covariance function, and the optimization objective. While
we selected a specific nonstationary kernel function, explo-
ration of alternatives is a valuable direction. There is great
potential to draw additional connections to the literature on
Bayesian methods and GPs. For example, geometry is low-
rank and spatially local, so active selection and sparse ker-
nels will permit scalability to higher resolutions and larger
capacities. Lastly, we demonstrated the utility of the co-
variance function on a selection of geometric vision tasks:
depth completion, bundle adjustment, and monocular dense
visual odometry. Beyond these applications, the prior can
be tightly integrated into existing geometric vision frame-
works and serve as a foundation for novel formulations.
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