Quantitative Manipulation of Custom Attributes on 3D-Aware Image Synthesis
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Abstract

While 3D-based GAN techniques have been successfully applied to render photo-realistic 3D images with a variety of attributes while preserving view consistency, there has been little research on how to fine-control 3D images without limiting to a specific category of objects of their properties. To fill such research gap, we propose a novel image manipulation model of 3D-based GAN representations for a fine-grained control of specific custom attributes. By extending the latest 3D-based GAN models (e.g., EG3D), our user-friendly quantitative manipulation model enables a fine yet normalized control of 3D manipulation of multi-attribute quantities while achieving view consistency. We validate the effectiveness of our proposed technique both qualitatively and quantitatively through various experiments.

1. Introduction

Recent advances in neural rendering [23,34,38] are making it easy to reproduce virtual 3D objects from real-world objects. Neural rendering approach is not fully scalable in practice since it heavily relies on input images and thereby can not fully represent every possible form, style, and state variation of all real and unreal objects. 3D generative adversarial networks (GANs) models, on the other hand, are more generalizable and extensible since these can not only reproduce 3D objects at scale but also allow easier configurations based on the user’s intention [5,32,37], making them more suitable for various 3D image synthesis tasks.

Image manipulation on the latent space of 2D GAN has been extensively studied in recent years [2,28,29,33,39]. StyleGAN2 [15] has been the dominant technique used due to its flexibility to represent different styles and disentangled latent spaces. More recently, 3D-based GAN [24, 26, 32] for multi-view image synthesis using neural rendering [23, 25] has gained popularity. For instance, those models [5,10,27] equipped with StyleGAN2 modules can generate photo-realistic 3D images with a variety of attributes while preserving view consistency. Nevertheless, the existing works do not well explore a fine-grained manipulation of custom attributes (e.g., capturing tiredness in a face, consisting of multiple and complex facial expressions, as shown in Figure 1) of 3D objects that are synthesized using 3D-based GAN models, and therefore it deserves more thorough research. While there have been some attempts [29,33,39] to use the latent spaces generated by GAN models to manipulate generated and real images, these approaches mainly focus on 2D objects and they are not user-friendly because users need to individually determine the appropriate manipulation scale for every use according to every specific intention.

Achieving view consistency during 3D image manipulation in the latent spaces is crucial to achieve the quanti-
tative manipulation of custom attributes. Previously, each attribute in a multi-view image for an object was inconsistently estimated across viewpoints [8, 16, 17]. We alleviate such multi-view inconsistency problem by treating each attribute in each multi-view image as the same. That is, our 3D manipulation model is based on a 3D-based GAN model like EG3D [5], also equipped with two operators: 1) attribute quantifier that estimates the quantity of attribute to be edited, and 2) navigator that explores across the latent space to generate a manipulated image. Since the attribute quantifier guides the navigator, the manipulation quality of the navigator depends on the performance of quantifier. As quantifier, an off-the-shelf pre-trained regression model [1, 22] for a specific attribute is often used. It is not always easy to construct the pre-trained quantifier, especially for uncommon custom attributes. Hence, to better deal with custom attributes, our navigator manipulates the image by only assigning the target quantity without exploring the direction and scale of changes of the latent features. The attribute quantifier is first trained on a small number of custom image samples and then evaluates a user-defined attribute as a normalized quantity in the range [0, 1]. Using the quantifier, the navigator is then trained to generate and manipulate images corresponding to target custom attributes. We evaluate our approach in various attributes of 3D and 2D objects, including human faces, confirming that our method is qualitatively and quantitatively effective.

2. Related Works

2.1. Latent Space Image Manipulation

StyleGAN2 [15] can generate realistic images with various styles by learning from the styles of dataset images, and effective manipulation is possible because various attributes are disentangled. Some researchers [11, 29, 33, 39] have tried to find the direction for image manipulation in the latent space. GANSpace [11] finds meaningful directions in an unsupervised manner through principal component analysis. StyleCLIP [29] uses contrastive language–image pre-training (CLIP) [30] for text-driven image manipulation. In these methods of finding direction, the moving distance along the direction should be determined heuristically after finding the direction vector for manipulation. To mitigate this issue, StyleFlow [2] proposes a conditional exploration method of GAN’s latent space using conditional normalizing flows. Because StyleFlow is based on an open-source algorithm of semantic attributes, it is not easy to extend new attributes. In contrast, our method can accurately manipulate images within the normalized range of attribute variation with a relatively small amount of labeled data.

2.2. 3D Object Manipulation

There have been several studies using GAN to generate 3D-aware images [5, 10, 27, 35]. The 3D GANs introduce new architectures by combining NeRF [23] with GAN. The vast majority of studies about 3D GAN have utilized StyleGAN2, and these models have a structure that is easy to manipulate, like 2D StyleGAN2. However, attribute manipulation based on these models has not yet been actively studied. Some of the manipulation studies that used 3D GAN were limited to the face and used a 3D morphable model (3DMM) [3, 36]-based method [19, 21, 44, 45]. Because we wanted to ensure that our methodology can be used in a domain-agnostic manner, we did not use a domain-specific pre-trained model (e.g., 3DMM).

There have been some NeRF editing studies [13, 37, 41, 41]. CoNeRF [13] provides fine-grained control over 3D neural representations from a single video. Inspired by the CoNerf approach, we extend a fine-grained control scheme to the 3D GAN model. Compared to CoNeRF, which combines parts of a video to generate a novel image, our method is based on generative models and can therefore manipulate diverse novel attributes.

2.3. Efficient Geometry-Aware 3D GANs (EG3D)

EG3D [5] introduced a 3D GAN framework for 3D-aware image synthesis. By decoupling feature generator and neural renderer, EG3D leverages StyleGAN2 for efficiency and expressiveness. Using a StyleGAN2 backbone, EG3D transforms the random latent feature $z$ into intermediate latent feature $w_i$, then generates a feature map. The feature map forms a tri-plane representation, and then the output image is generated using a neural renderer, followed by a super-resolution module, which uses a StyleGAN2 backbone and latent feature $w_i$. Because EG3D is designed with a StyleGAN2 backbone, it allows for various manipulations in the latent space. Researchers have studied various approaches for attribute manipulation in the latent space of StyleGAN2, but have not considered 3D structure. To mitigate this issue, we propose a novel approach to 3D image manipulation considering multi-view consistency.

3. Method

We design a custom attribute quantifier to estimate the normalized quantity of an image to provide user-friendly attribute handling and a navigator to manipulate a 3D object’s custom attribute for 3D-aware image synthesis. The overall scheme of our method is depicted in Figure 2. On the latent space of EG3D, a source latent feature $w_s$, which is obtained from a source image $I_s$, is manipulated to target latent feature $w_t$. Then, from $w_t$, EG3D generates the viewpoint-wise target image $I^n_t$ whose quantity vector is estimated by $\hat{Q}^n_t$. For multi-view consistency, the quantifier is trained so that every $\hat{Q}^n_t$ follows the target quantity vector $Q_t$ and the variance of $\hat{Q}^n_t$ is minimized. By using multiple trained quantifiers, the multi-attribute navigator takes on the role of moving the source latent feature $w_s$ to the target $w_t$. 
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in the latent space, referring to $Q_s$ and the estimated source quantity vector $\hat{Q}_s$. For training the navigator, the estimated attribute quantity vector $\hat{Q}_t$ is defined by the average of $Q^n_t$ over $n$, which is used to form a loss (i.e., the squared error between $Q_t$ and $\hat{Q}_t$ for accurate manipulation), while preserving the identity of $I_s$.

### 3.1. Custom Attribute Quantifier

The quantifier, which consists of a feature encoder and a linear regression model, aims to estimate the quantity $q$ of the custom attribute from the image $x$. We use the pre-trained image encoder of CLIP [30] as the feature encoder, and the linear regression model comprises a fully connected layer. The quantifier is trained using two datasets simultaneously: the attribute dataset $D_a$, and the consistency dataset $D_c$. The former is used to train user-defined attributes, and the latter is used to train multi-view consistency.

#### Attribute Dataset

Custom attributes are specified with a small amount of labeled dataset $D_a$ provided by the user. To train the quantifier for an attribute such as age, we construct an attribute dataset $D_a = \{\{x_a, q_a\}\}$ with fine-grained quantity labels in a range of $[0, 1]$ to express various attributes on a normalized scale. To assign quantity labels to the images in $D_a$, we first equally divide the quantity range of $[0, 1]$ into $M$ groups and divide the dataset $D_a$ into $M$ groups in the order of attribute change. Each group comprises $\Omega_a$ images. Then, the quantity label $q_a$ for each image in the $m$-th group $G_m$ in $D_a$ is assigned to the value of $\frac{m}{M-1}$. To mitigate the lack of samples in $D_a$, synthetic samples are augmented using Cutmix [42] between images of adjacent groups. For the image augmented by combining an image in $G_m$ with that in $G_m+1$ using Cutmix of the combination ratio $\gamma$, the quantity label $q_a$ is assigned to $\frac{m+1}{M-1}$. Since $\gamma$ is sampled from the uniform distribution $[0, 1]$, the dense quantity labels are sufficient to train the quantifier for regression, yielding any quantity in $[0, 1]$. Furthermore, we also augment data samples by random color jittering. Color jittering contributes to reducing the bias that is a potential concern in visual recognition.

#### Consistency Dataset

We construct the consistency dataset $D_c = \{x_c\}$ using EG3D to train the quantifier that estimates a quantity consistently regardless of the viewpoint. The consistency dataset $D_c$ is constructed using EG3D without the additional annotation cost. We utilize EG3D to generate multi-view image samples for a large number of objects. From one random latent feature $w_c$, we generate $V$ images $\{x_{c1}, x_{c2}, \ldots, x_{cV}\}$ using different $V$ camera viewpoints. Finally, the consistency dataset $D_c$ is constructed using $\Omega_c$ random latent features, so it consists of multi-view images of $\Omega_c$ different objects.

#### Loss and Training

We design a loss function for training the quantifier that can estimate user-defined attributes while maintaining multi-view consistency. The first term of the loss is the mean squared error (MSE) between the estimated $\hat{q}_a$ and label $q_a$ for an input sample $x_a$ in $D_a$. The second term is the variance for the estimated $\hat{q}_c$ vector for $V$ multi-view images for a single object in the consistency dataset, where $\hat{q}_c^v$ is the estimated quantity of $x_{cv}$ in $D_c$. Quantifier training loss $\mathcal{L}_q$ is given by

$$\mathcal{L}_q = \sum_{x_a \in D_a} (q_a - \hat{q}_a)^2 + \lambda_v \sum_{v=1}^V \sum_{x_{cv} \in D_c} (\hat{q}_c^v - \hat{q}_c^v)^2,$$

where $\bar{\hat{q}}_c^v$ is the mean of $\hat{q}_c^v$ over all $v$, and $\lambda_v$ is a hyper-parameter for balancing among the two loss terms. For the efficiency of training, we use a mini-batch of $M$ images sampled, one from each group in $D_a$, and $M$ objects sampled from $D_c$. 
For $K$ attributes estimation, $K$ quantifiers are trained individually on a custom attribute. For inference, each attribute quantity scalar $q^{(k)}$ from the $k$-th quantifier is concatenated to create $K$-dimensional quantity vector $Q = [q^{(1)}, q^{(2)}, \cdots, q^{(K)}]$. A quantity vector can be designed by a combination of various quantifiers, depending on an application.

3.2. Multi-Attribute Navigator

**Design** Using the pre-trained quantifier, the navigator controls the attribute change in the latent space, following the given target attribute quantity. To this end, the navigator manipulates the feature in the 512-dimensional latent space $W^+$, where the source feature $w_s$ is changed into the target feature $w_t$ with the guidance of $Q_s$ and $Q_t$. We design the navigator shown in Figure 2 to handle multiple attributes effectively. First, the attribute feature representor (AFR) enables more precise adjustment of attribute features by expanding the quantity information with positional encoding. AFR also represents multi-attribute feature in the attribute quantity feature $f_Q$. Second, layer-wise attention controller (LAC) estimates which layer among the $L$ layer-wise mappers (LWMs) to attend each attribute manipulation.

AFR converts $Q_s$ and $Q_t$ to a 512-dimensional attribute quantity feature $f_Q$. First, $Q_s$ and $Q_t$ are concatenated and mapped to higher dimensional space using the positional encoding proposed by NeRF [23]. Then, a fully connected layer maps the positional encoded feature to a 512-dimensional attribute quantity feature $f_Q$. The input vector with 1024 dimensions is generated by concatenating $w_s$ and $f_Q$, and then, the input vector is fed to each LWM. From the input vector, $l$-th LWM generates $w^l_{\Delta t}$, which represents the movement on the latent space for $l$-th layer of EG3D. An LWM follows the architecture of StyleGAN2’s mapping network with four layers.

LAC outputs the layer-wise attention vector $a = [a_1, a_2, \cdots, a_L]$ from attribute quantity feature $f_Q$. And the target latent feature $w_t$ is generated as follows:

$$w^l_t = w_s + a_l w^l_{\Delta t},$$  
(2)

$$w_t = [w^1_t, w^2_t, \cdots, w^L_t].$$  
(3)

Because each layer of StyleGAN2 is responsible for different levels of an image’s style, different attributes have different layers that are appropriate for manipulation. The LAC module, which learns layer-wise attention, is more effective for custom attribute manipulation compared to prior studies [2, 29], which manually specify the appropriate layers for each attribute. LAC is a two-layer MLP with sigmoid activation in the last layer to output in the range of $[0, 1]$.

**Loss and Training** The navigator is trained such that $\hat{Q}_t$ follows $Q_t$, while the identity between $I_s$ and $I_t$ is preserved. To this end, we randomly generate $Q_t$ during the training. To enable the navigator to manipulate multiple attributes simultaneously, we randomly select $J$ attributes to train out of a total of $K$ attributes at every training iteration. That is, training attribute set $\mathcal{T}$ is generated as follows:

$$\mathcal{T} = \{\tau_1, \tau_2, \cdots, \tau_J\} \subset \{1, 2, \cdots, K\}. \quad (4)$$

Then, $Q_t$ is generated by replacing $J$ elements of $\hat{Q}_s$ with $J$ random target values ($q_{tj}$). To ensure that the navigator performs well within the entire range of $[0, 1]$, we use $q_{tj}$ randomly sampled from the uniform distribution on $[0, 1]$ during the navigator's training. Hence, the navigator can be trained to move the source latent feature to a point in the latent space representing an intermediate target quantity.

For view consistency in manipulation, we generate multi-view target images from $w_t$. Using $N$ random camera viewpoint $p^n_i$, $N$ multi-view images $I^n_i$ are generated. And target quantity vector $\hat{Q}^n_t$ is calculated from $I^n_i$, then $Q_t$ is calculated as the average of $\hat{Q}^n_t$ vectors.

With the random target attribute quantity $Q_t$ and random source latent $w_s$, we train the navigator by minimizing the losses, which can be grouped into three main subsets:

$$\mathcal{L}_n = \mathcal{L}_Q(Q_t, \hat{Q}_t) + \mathcal{L}_{id}(w_t, w_s, I_t, I_s) + \mathcal{L}_a(a). \quad (5)$$

The quantity loss $\mathcal{L}_Q$ guides the navigator to manipulate the image according to the target attribute quantity. J-dimensional quantity vector $Q_t$ for training attributes set $\mathcal{T}$ is generated as follows:

$$Q_t = [q^{(\tau_1)}, q^{(\tau_2)}, \cdots, q^{(\tau_J)}]. \quad (6)$$

And the quantity loss consists of two MSE terms between quantity vectors as

$$\mathcal{L}_Q = \|Q'_t - \hat{Q}'_t\|_2^2 + \lambda_q \|Q_t - \hat{Q}_t\|_2^2, \quad (7)$$

where $\lambda_q$ is the hyper-parameter for balancing the loss. In quantity loss, the first term is for $J$ attributes in $\mathcal{T}$ and the second term is for all $K$ attributes. Because random target quantities are given for $J$ attributes out of a total of $K$ attributes, $K - J$ attributes of $Q_t$ are from $\hat{Q}_s$. Hence, the second term can lead to both preserving the source attribute quantity and manipulating it to the target attribute quantity.

The identity loss $\mathcal{L}_{id}$ is designed by

$$\mathcal{L}_{id} = \|w_t - w_s\|_2^2 + \lambda_L \frac{N}{N} \sum_{n=1}^{N} \text{LPIPS}(I_s, I^n_i), \quad (8)$$

where $\lambda_L$ is the hyper-parameter for balancing the loss, and LPIPS denotes the learned perceptual image patch similarity [43] calculated by the distance between the activation of two images.

The third term, $\mathcal{L}_a$, is a regularization loss for layer-wise attention as

$$\mathcal{L}_a = |\hat{a} - \bar{a}|, \quad (9)$$

where $\bar{a}$ denotes the average of $a_l$ over $l$, and $\alpha$ is the hyper-parameter for the target average value of attention.
Figure 3. Quantitative manipulation results of faces for age, smile, and tiredness attributes. The image in the first column is the source, and the following four images are the manipulated images with gradually increased target quantity. The image in the last column is the 3D shape manipulated with the target quantity 1.0.

4. Experiments

4.1. Implementation Details

We evaluated our results on 3D GAN, EG3D [5]. We tested face and cat categories, each pre-trained using the FFHQ [14] and AFHQv2 [6] datasets, respectively. We experimented with the face category’s age, smile, gender, eyeglasses, tiredness, pain, thinness, drunkenness, and eyebrow attributes. In the cat category, we experimented with age, eye, and fur attributes.

Custom Attribute Quantifier For the attribute dataset $D_a$ of attributes, we used either a public dataset or constructed it manually from an unlabeled dataset. We used the FFHQ-Aging [28] dataset for age and gender attributes, and we used the KDEF-dyn [4] dataset and CelebAMask-HQ [20] dataset for smile and eyeglasses, respectively. For custom attributes that had no attribute dataset, we manually constructed $D_a$ for each attribute. We constructed each $D_a$ for attributes of cats by manually sampling from the AFHQv2 dataset. We constructed each $D_a$ for tiredness, pain, thinness, drunkenness, and eyebrow attributes by web-crawling images and annotating labels. When we manually constructed $D_a$, each dataset size was up to 100 samples, taking an average of 20 minutes. Details for constructing $D_a$ are provided in the supplement. For the consistency dataset $D_c$, we used $V = 10$, $\Omega_c = 10,000$. We trained the quantifier for 50 epochs with a batch size of $M$. We set $\lambda_c$ to 0 until 10 epochs, then linearly increased it to 0.01 until 25 epochs, and kept it at 0.01 until the end of training.

Navigator We trained the navigator with 30,000 iterations with a batch size of 16 on 4 Tesla V100 GPUs. We used EG3D to randomly generate $w_s$ with truncation factor $\phi = 0.7$ during navigator training. We set hyper-parameters $\lambda_q = 0.5$, $\lambda_L = 0.1$, $\alpha = 0.5$, and $N = 2$.

4.2. Custom Attribute Manipulation

As shown in Figure 3, the faces were gradually manipulated for the attributes of age and smile according to the target attribute quantity $q_t$ normalized in the range $[0, 1]$. Regardless of the source attribute quantity $\hat{q}_s$ of the source image $I_s$, the attribute quantity of the manipulated image changed according to the target attribute quantity. Comparing the source images in the examples of smile attributes, a woman (third row) smiles and a man (fourth row) is expressionless, which means that the source attribute quantity is different. In our results, the manipulated images of the two people’s faces have similar facial expressions depending on the target attribute quantity. When $q_t$ approaches 0, they are both expressionless; when $q_t$ approaches 1, they both smile broadly.

Figure 4 shows that our model can manipulate faces for various custom attributes and can also manipulate multiple attributes simultaneously. We show more results of the quantitative manipulations for these attributes in the supplement. Figure 5 represents gradually manipulated images of cats with custom attributes such as fur, eye, and age.
cause we did not use any domain-specific pre-trained models, our method provides a domain-agnostic technique.

To demonstrate the expandability of our method, we apply our method to StyleGAN2, which has pre-trained models in various categories. Face and cat categories were tested, pre-trained using the Stanford Cars [18] dataset and the LSUN Church [40] dataset, respectively. As shown in Figure 6, cars are gradually manipulated for the attributes of year and type, and churches are gradually manipulated for the cloudiness attribute. The manipulated results are independent of the source attribute quantity, as were the cases for faces in Figure 3. In the case of the car year attribute, it is difficult to intuitively describe the changes in appearance according to the year attribute quantity. However, our method can visualize the changes. In detail, the newer the car is, the more emphasized the horizontal lines on the grill, the sharper the headlights, and the more curved the overall design. This result shows that our approach can be used in a similar manner as GANalyze [9], which visualizes abstract concepts such as memorability through GAN. Implementation details and more experimental results of StyleGAN2 are provided in the supplement.

4.3. Comparisons

In this section, we compare our method with other quantitative manipulation methods. For quantitative comparison, we experimented with image manipulation of the faces on age, smile, gender, and eyeglasses attributes. We compared the performance of our approach with that of StyleFlow [2], which proposes a quantitative manipulation. We also implemented StyleFlow+Q, which uses our custom quantifier, while StyleFlow uses a pre-trained model as a quantifier*. Details for implementing StyleFlow on EG3D are provided in the supplement.

The resultant image \( I^\phi_\theta \) was manipulated from the source image \( I^\phi \) using the \( \theta \)-th target value \( (\phi = 1, \cdots, \Phi, \theta = 1, \cdots, \Theta) \). In addition, we used Face++ [1] to measure \( r_\theta^\phi \), which is the resultant attribute quantity of \( I^\phi_\theta \).

**Quantitative Comparisons** Image manipulation seeks to accomplish two primary objectives that are often conflict: 1) To modify an image to achieve specific intended attributes, and 2) to maintain original image’s identity. To evaluate our approach to the objectives, we employed five metrics. **Manipulation exactness and accuracy** are both metrics employed to evaluate the success of the first objective, while **identity preservation** serves as the metric to access the achievement of the second objective. **Manipulation efficiency** measures success in both objectives, and **identity preservation** is a metric for evaluating consistency.
Specifically, we defined the metrics as follows: 1) **Manipulation exactness** refers to the consistency of results for the same input target value. From the standard deviation \( \sigma_{m,\theta} \) of the \( \theta \)-th resultant quantities \( \{r^\theta_{1}, \cdots, r^\theta_{\Phi}\} \), the evaluation metric \( \sigma_m \) is the mean of \( \sigma_{m,\theta}. \) Regarding 2) **Manipulation accuracy**, we measured the ratio of correctly manipulated images for binary-class attributes (e.g., gender, eyeglasses). For 3) **Identity preservation**, we determined the average Euclidean distance \( E_d \) between the embeddings of two manipulated images, which were generated using two adjacent target values, as

\[
E_d = \frac{1}{(\Theta-1)\Phi} \sum_{\theta=1}^{\Theta} \sum_{\phi=1}^{\Phi} \| F(r^\phi_{\theta+1}) - F(I^\phi_{\theta}) \|, \quad (10)
\]

where \( F \) is the embedding of the pre-trained face recognition model [7]. The metric of 4) **Manipulation efficiency** refers to trade-off ratio \( \rho \) between attribute manipulation and identity preservation as \( \frac{(\sigma_m-\rho)}{(\sigma_m-\Theta E_d)} \). Lastly, 5) **View consistency** was calculated across multiple manipulated views. In each manipulation case, we generated three multi-view images \( \{I^\phi_{\theta,1}, I^\phi_{\theta,2}, I^\phi_{\theta,3}\} \) and measured the resultant attribute quantities \( \{r^\phi_{\theta,1}, r^\phi_{\theta,2}, r^\phi_{\theta,3}\}. \) From the standard deviation \( \sigma_{v,\theta} \) of the resultant attribute quantities, the evaluation metric \( \sigma_v \) is the mean of \( \sigma_{v,\theta}. \)

We conducted experiments with \( \Phi = 100 \) and \( \Theta = 8. \) As shown in Table 1, our approach outperforms the competing methods in all evaluation metrics. StyleFlow and StyleFlow+Q show similar performance, implying that our custom quantifier has reasonable performance compared to a public pre-trained model, Face++.

**Qualitative Comparisons** Age and smile attributes were tested for qualitative comparison, as shown in Figure 7. StyleFlow+Q sometimes significantly changes the source identity (e.g., gender and eyeglasses status are changed in both Old and No-smile manipulation cases). StyleFlow also sometimes changes the source identity, and the manipulation performance is worse than others in the Smile case. Our method can manipulate images while preserving the source identity with better manipulation performance (e.g., broadly smiling in the Smile manipulation case).

### Table 1. Quantitative comparison with competing methods in EG3D. We evaluated the manipulation performance on age, smile, gender, and eyeglass attributes using five evaluation metrics: manipulation exactness \( (\sigma_m) \), manipulation accuracy \( (Acc.) \), identity preservation \( (E_d) \), manipulation efficiency \( (\rho) \), and view consistency \( (\sigma_v) \). Our method gives the best results.

<table>
<thead>
<tr>
<th>Method</th>
<th>Age</th>
<th>Smile</th>
<th>Gender</th>
<th>Eyeglasses</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>( \sigma_m \downarrow )</td>
<td>( E_d \downarrow )</td>
<td>( \rho \uparrow )</td>
<td>( \sigma_v \downarrow )</td>
</tr>
<tr>
<td>StyleFlow</td>
<td>8.40</td>
<td>0.373</td>
<td>21.3</td>
<td>2.304</td>
</tr>
<tr>
<td>StyleFlow+Q</td>
<td>10.46</td>
<td>0.331</td>
<td>22.1</td>
<td>2.304</td>
</tr>
<tr>
<td>Ours</td>
<td><strong>8.03</strong></td>
<td><strong>0.245</strong></td>
<td><strong>32.6</strong></td>
<td><strong>2.235</strong></td>
</tr>
</tbody>
</table>

### Table 2. Quantitative comparison with competing methods in StyleGAN2. We evaluated the manipulation performance on age and smile attributes using three evaluation metrics: manipulation exactness \( (\sigma_m) \), identity preservation \( (E_d) \), and manipulation efficiency \( (\rho) \).

<table>
<thead>
<tr>
<th>Method</th>
<th>Age</th>
<th>Smile</th>
<th>Gender</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>( \sigma_m \downarrow )</td>
<td>( E_d \downarrow )</td>
<td>( \rho \uparrow )</td>
</tr>
<tr>
<td>Talk-to-Edit</td>
<td>14.3</td>
<td>0.221</td>
<td>32.9</td>
</tr>
<tr>
<td>StyleFlow</td>
<td>16.9</td>
<td><strong>0.195</strong></td>
<td>28.4</td>
</tr>
<tr>
<td>Ours</td>
<td><strong>10.9</strong></td>
<td>0.225</td>
<td><strong>47.2</strong></td>
</tr>
</tbody>
</table>

**Comparisons in 2D** We compare our method with four baselines in StyleGAN2. For qualitative comparison, we compare our method with StyleFlow [2] and Talk-to-Edit [12], which propose quantitative manipulations. For qualitative comparison, we compare our method with StyleCLIP [29] and GANSpace [11], which provide direction for attribute manipulation. The experiment was conducted by manipulating the age and smile attributes of the FFHQ test dataset using the authors’ official implementations.

As shown in Table 2, our approach outperforms StyleFlow and Talk-to-Edit in manipulation exactness \( \sigma_m \). In the \( E_d \) score, StyleFlow is slightly better than ours, and Talk-to-Edit is similar to ours. But our approach outperforms both methods in terms of the efficiency score \( \rho. \) This result implies that our method better preserves identity when an attribute changes by the same quantity.
Table 3. Ablation study on quantitative manipulation. We experimented on four attributes (age, smile, gender, and eyeglasses) and reported the mean values of exactness ($\sigma_m$), accuracy, and identity preservation ($E_d$).

<table>
<thead>
<tr>
<th>Model</th>
<th>$\sigma_m$ ↓</th>
<th>Acc. ↑</th>
<th>$E_d$ ↓</th>
</tr>
</thead>
<tbody>
<tr>
<td>Design</td>
<td>w/o LAC module</td>
<td>15.84</td>
<td>96.0%</td>
</tr>
<tr>
<td></td>
<td>w/o AFR module</td>
<td>15.37</td>
<td>90.0%</td>
</tr>
<tr>
<td>Training</td>
<td>w/o entire attr. in $L_Q$</td>
<td>14.78</td>
<td>87.5%</td>
</tr>
<tr>
<td></td>
<td>w/o intermediate $Q_t$</td>
<td>15.65</td>
<td>97.0%</td>
</tr>
<tr>
<td></td>
<td>Full model</td>
<td>14.76</td>
<td>95.5%</td>
</tr>
</tbody>
</table>

In Figure 8, we compare the degree of image change according to the gradual increase in the manipulation strength. For each manipulation, we set the manipulation strength using the values suggested in their provided code. Each method enables natural manipulation of the attribute by using the appropriate strength; however, the appropriate strength varies for each attribute and source. In GANSpace, a greater strength is suitable for the smile attribute, and a lesser strength is suitable for the age attribute, which is the opposite in StyleCLIP. Our approach can manipulate attributes in a normalized range, so ours can generate naturally manipulated images without exploring the manipulation strength.

4.4. Ablation Study

Quantitative Manipulation We conducted several ablation experiments on our method. Four ablation factors were selected from our navigator: two from the design (LAC, AFR) and two from the training scheme (entire attributes in $L_Q$, intermediate target quantity). In the ablation study on the LAC module, we generated $w_\Delta$ by adding $w_\Delta$ to $w_s$. In the ablation study on the AFR module, we generated $f_Q$ by concatenating $Q_s$ and $Q_t$, then repeating it. When entire attributes are not used in $L_Q$, we trained the navigator with $\lambda_q = 0$. When an intermediate target quantity is not used, we trained the navigator by randomly sampling $q_t$ value from zero or one. We evaluated the results using the mean values of evaluation metrics in Section 4.3. As shown in Table 3, the full model exhibits the best performance in evaluation exactness and identity preservation. An ablation study on the LAC module shows slightly better accuracy but worse performance in exactness and identity preservation. The AFR module improved the performance of manipulation exactness $\sigma_m$ from 15.37 to 14.76. Using entire attributes in navigator training improved the performance of accuracy from 87.5% to 95.5%. Using intermediate target quantity in navigator training improved the manipulation exactness $\sigma_m$ from 15.65 to 14.76. By training the navigator with a random intermediate target quantity, the navigator could move the source latent feature to the target more precisely, as intuitively intended.

View Consistency We conducted another ablation study on view consistency performance. Two ablation factors were selected, one from the quantifier and one from the navigator. In the ablation study on the quantifier, we trained the quantifier without consistency dataset $D_C$ by setting $\lambda_c = 0$. In the ablation study on the navigator, we trained the navigator without multi-view images by setting $N = 1$. Furthermore, we also experimented with a case without both factors of the quantifier and navigator. As shown in Figure 9, each factor in the quantifier and navigator for multi-view consistency contributes to the view consistency.

5. Conclusion

Using our method, users can easily manipulate custom attributes of the source 3D image with only a target attribute quantity in the range of [0, 1]. This goal was achieved by introducing a novel attribute quantifier that can estimate the normalized attribute quantity from a given image. The navigator enables fine-control manipulation of multi-attribute quantities using the attribute quantifier. Our method achieved 3D-aware image manipulation via using a consistent attribute quantity in multi-view. We validated the effectiveness of our method both qualitatively and quantitatively through various experiments.

Limitations Since our study is based on the latent space of a pre-trained GAN model, the performance of manipulation is limited by that of the pre-trained model. EG3D has fewer pre-trained models than StyleGAN2, so examples are limited, but it is expected to expand as various pre-trained models are released. Moreover, we used images generated from random latent features as a source rather than real images. Examples of real image manipulation using the inversion method [31] are provided in the supplement.

Further discussion of the potential negative social impacts is provided in the supplement.
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