
Weakly Supervised Video Representation Learning
with Unaligned Text for Sequential Videos

Sixun Dong1*, Huazhang Hu1*, Dongze Lian1,2, Weixin Luo3, Yicheng Qian1, Shenghua Gao1,4,5†

1ShanghaiTech University 2National University of Singapore 3Meituan
4Shanghai Engineering Research Center of Intelligent Vision and Imaging

5Shanghai Engineering Research Center of Energy Efficient and Custom AI IC
{dongsx, huhzh, liandz, luowx, qianyc, gaoshh}@shanghaitech.edu.cn

Abstract

Sequential video understanding, as an emerging video
understanding task, has driven lots of researchers’ atten-
tion because of its goal-oriented nature. This paper studies
weakly supervised sequential video understanding where
the accurate time-stamp level text-video alignment is not
provided. We solve this task by borrowing ideas from CLIP.
Specifically, we use a transformer to aggregate frame-level
features for video representation and use a pre-trained text
encoder to encode the texts corresponding to each action
and the whole video, respectively. To model the corre-
spondence between text and video, we propose a multi-
ple granularity loss, where the video-paragraph contrastive
loss enforces matching between the whole video and the
complete script, and a fine-grained frame-sentence con-
trastive loss enforces the matching between each action and
its description. As the frame-sentence correspondence is
not available, we propose to use the fact that video ac-
tions happen sequentially in the temporal domain to gen-
erate pseudo frame-sentence correspondence and super-
vise the network training with the pseudo labels. Exten-
sive experiments on video sequence verification and text-
to-video matching show that our method outperforms base-
lines by a large margin, which validates the effectiveness
of our proposed approach. Code is available at https:
//github.com/svip-lab/WeakSVR.

1. Introduction
A strong artificial intelligence (AI) system is expected to

be able to learn knowledge from the open world in an em-
bodied manner such that amounts of goal-oriented tasks are
designed for reinforcement learning in the environment. In
the area of video understanding, a great deal of pioneering
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work in video classification [55], action localization [53],
and action segmentation [25] has been explored, laying the
foundation for video understanding. Beyond these typi-
cal video understanding tasks, sequential videos (such as
Fig. 1) that usually describe how to perform a task in a
certain sequence of procedures can be regarded as a goal-
oriented task. Solving this task is extremely promising for
guiding intelligence to learn a task like humans. It makes
performing sequential video representations a potentially
critical part of the road to strong AI.

Some efforts have been made for video representation
learning for sequential videos. e.g., [1, 17] learns a video
representation in an instructive video. However, these meth-
ods rely heavily on the annotations of temporal boundaries,
i.e., the timestamps of sequential actions, which are usu-
ally difficult to be obtained due to the time-consuming hu-
man labeling in practice. A common but often overlooked
scenario is that sequential videos usually occur accompa-
nied with audio or text narrations, which show consistent
steps with explanations. The rich text information describes
the corresponding procedure in detail as shown in Fig. 1,
but they are usually not aligned with videos. Therefore, a
question arises, i.e., whether it is possible to directly learn
the video representation with unaligned text and video in a
weakly supervised manner.

With the popularity of visual-language tasks, multi-
modal learning has attracted growing attention and has been
explored in a variety of areas, e.g., image classification
[5, 49], object detection [41, 61], and video understanding
[59]. One of the most representative works is CLIP [42].
It has shown the potential of learning a powerful seman-
tic representation from natural language supervision with
a contrastive learning loss and the strong zero-shot gener-
alization on the downstream tasks, such as text-video re-
trieval [47, 57], action segmentation [63], multiple-choice
videoQA [16, 57] and action step localization [4]. Video-
CLIP [58] presents a contrastive learning approach to pre-
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Texts : Fix on the iron stand， Screw the iron clampTake up the test tube，Take up the iron clamp，[ ]

Take up the test tube， Fix on the iron standScrew the iron clamp，Take up the iron clamp，[ ]Texts :

Figure 1. Sequential Video. The samples come from CSV dataset. They describe two types of step schedule to accomplish the task of
”fix the test tube on the iron stand with iron clamp”. The upper process the step ”fix on the iron stand ” before the steps ”take up the test
tube” and ”screw the iron clamp”. Diversely, the lower make the steps of ”take up the test tube” and ”screw the iron clamp” before the step
”fix on the iron stand ”. It can be seen that the order, time span and temporal location of sub-actions to accomplish the task are apparently
different.

train a unified model with video-text pairs, and [1] pro-
poses a unified fully and timestamp-supervised framework
for multi-model action segmentation. This provides us with
an alternative for weakly supervised video representation
learning. However, all these previous works are equipped
with aligned texts and video frames [1], which is not exis-
tent in our weakly supervised setting. Thus, it is intractable
to directly adapt the existing multi-modal video representa-
tion models to our task.

To overcome the unalignment issue between text and
video and learn a satisfactory video representation, we
propose a weakly supervised video representation learn-
ing pipeline and introduce a multiple granularity contrastive
loss to constrain the model, which takes full account of the
pseudo temporal alignment between frames and sentences.
To be specific, we first extract video and text features from
a CLIP-based vision-language model, and a global con-
trastive loss is designed to constrain the complete video-
paragraph alignment. It constrains that a video will be
closer to the sequence of the texts describing it while far
away from the rest of the texts, and vice versa. Secondly, we
introduce a fine-grained contrastive learning loss, which en-
courages the frame sequences of representations to be more
similar to the neighbor sentence representations than the re-
mote sentences in the same paragraph. The intuition be-
hind this constraint comes from a basic idea: if the sj is
the corresponding sentence for frame hi, the correspond-
ing sentence for frame hi+1 is never before the sj in se-
quence. Specifically, we take the probabilistic sample from
the sentence-frame similarity metric. And we propose to ap-
ply the differentiable Gumbel-Softmax [22] tricks to gener-
ate predictions and propose three kinds of methods to gener-
ate the pseudo-labels that are based on the temporal relation
of sentences in the temporal domain: 1) maximum-index

sorting; 2) Viterbi algorithm [15]; 3) splitting. Finally, we
calculate the Info-NCE contrastive loss based on the pseudo
labels in order to guide the network to focus on the fine-
grained action matching in sequential videos.

To evaluate the effectiveness of our weakly supervised
video representation method, we conduct extensive experi-
ments on two downstream tasks: video verification in pro-
cedures and text-to-video matching. The results of experi-
ments show that our approach outperforms other baselines
by a significant margin and also demonstrates the great gen-
eralization of our model.

We summarize our contributions in three folds:

• We propose a novel weakly supervised video repre-
sentation learning pipeline with unaligned text for se-
quential videos, which can learn powerful and seman-
tic video-text representations.

• We design multiple granularity contrastive learning
loss, including coarse-grained loss and fine-grained
loss. Notably, we propose a novel method to imple-
ment the temporal alignment between frames and sen-
tences.

• Our model also shows strong generalization ability to
downstream tasks, such as video sequence verification
for procedures in videos and text-to-video matching.

2. Related Works
Sequential Video. The same task described in videos may
consist of several sequential sub-actions in different orders
for a sequential video. Sequential videos are generally ac-
companied by explanations such as audio or caption. Var-
ious kinds of studies related to sequential videos are now
in the ascendant. For example, COIN [48], Diving [28],
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CSV [40], EPIC-KITCHENS [9], IKEA-ASM [2] and As-
sembly101 [43] provide videos composed by multiple se-
quential actions and the corresponding step annotations.
[43] proposes a large-scale multi-view video dataset for
understanding procedural activities, which is beneficial for
the whole community. [40] defines the pioneering sequence
verification task and designs a method based on the align-
ment of video pairs. However, the method is seriously de-
pendent on video pairs of the same tasks. [30] learns to rec-
ognize procedural activities in sequential videos with dis-
tant supervision [37, 60]. [33] propose an action segmenta-
tion method using the set-supervised method for sequential
videos. [24] employs temporal optimal transport to generate
pseudo labels to complete joint representation learning and
online clustering for sequential video alignment. D3TW [6]
aligns clips and transcripts with differentiable continuous
relaxation.

Vision-text Multi-modality Learning. Vision-text multi-
modality [4, 17, 36, 42, 45, 46, 52, 56, 63] has attracted in-
creasing attention in computer vision communities over the
recent year. One of the most representative works is CLIP
[42], which is able to learn a powerful visual representation
from natural language supervision with contrastive learning
loss. Due to the strong zero-shot generalization ability of
the method, a large number of follow-up works have been
proposed [4,17,27,38,47,56,58]. VideoCLIP [58] presents
a contrastive approach to pre-train a unified model with
video-text pairs. X-CLIP [38] effectively expands the pre-
trained language-image model to video domains based on a
cross-frame attention mechanism. However, these methods
heavily rely on strong data augmentation and a large batch
size. For downstream tasks, LocVTP [4] shows its transfer
potentials on localization-based and retrieval-based tasks.
CLIP4Clip [34] uses the pretrained CLIP as our backbone
to solve the video clip retrieval task from frame-level in-
put. [16] bridges video-text retrieval with multiple-choice
questions. LF-VILA [47] applies a multi-modality tempo-
ral contrastive loss to implement long-form video-language
pre-training, which heavily relies on the timestamp annota-
tions of clip-sentence pairs.

Video Representation Learning. Learning good video
representations has been heavily investigated in the liter-
ature. 3D convolution neural networks (3D-CNNs) are
originally considered to learn deep video representations
[5, 13, 50]. However, 3D-CNNs are limited to capturing
long-term dependencies on the temporal domain with their
insufficient receptive field. Due to the ability to capture
long-term dependency of the self-attention mechanism [51],
vision transformer models [3, 7, 11, 12, 21, 31, 32] show
competitive performances against 3D-CNNs in video rep-
resentation learning. Following the ViT [11], many re-
lated works emerge. TimeSformer [3] designs different self-
attention schemes in the temporal-spatial domain. Video

Swin-Transformer [32] adopts the local attention in non-
overlapping shifted windows to lead to a better speed-
accuracy trade-off. Over recent years, weakly supervised or
self-supervised learning [7, 44] is popular for learning bet-
ter video representation. Following SimCLR [8], [7] intro-
duces a self-supervised contrastive transformer framework
to learn frame-wise action representations. [29] proposes
a transformer-based cross-modal architecture for zero-shot
action recognition. Previous works mainly focus on short-
form simple video representation, whereas representation
learning of sequential video is underexplored.

3. Method
In this section, we first present the overall architecture of

the proposed framework in Sec. 3.1. Then we explain the
vision representation module and language representation
module in Sec. 3.2, followed by the designed multiple gran-
ularity contrastive learning module in Sec. 3.3 and Sec. 3.4.

3.1. Overview

Fig. 2 displays the overview of our framework. Our
framework consists of three parts: a vision representation
module, a language representation module, and a multiple
granularity contrastive learning module. In the vision rep-
resentation module, which shows in the right part of the fig-
ure, we sample frames from an untrimmed sequence video
as input and extract visual features with the pre-trained vi-
sion encoder (unfrozen). After that, we concatenate the vi-
sual feature and pass them into the Transformer encoder.
The Transformer encoder implements the cross-frame com-
munication with self-attention and outputs the frame rep-
resentations, following ViT [11]. Additionally, the results
from Transformer encoder are then passed through the MLP
module to integrate the frame representations and obtain
the video representation. In the left language representation
module, a collection of text descriptions of procedures and
the description of the entire video pass into the pre-trained
language encoder (frozen) separately, then we can obtain
the sentence representations and a paragraph representa-
tion. More explanation about the aforementioned modules
is in Sec. 3.2. Finally, we introduce multiple granularity
contrastive loss to restrict learned representations in cross-
model space.

3.2. Vision-Language Modules

As illustrated in Fig. 2, multi-level video representa-
tion and language representation are produced by the vision
module and language module, respectively.
Vision module. Following [54], given an untrimmed se-
quence video, we uniformly split the raw video intoN clips
and randomly sample one frame per clip to form a sequence
of N frames, X = {x1, x2, . . . , xN}. Then we feed the
frame sequence X into the pre-trained vision encoder Ev to
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Figure 2. Overview of our framework. Our framework consists of three parts: vision representation module, language representation
module, multiple granularity loss module. In the vision representation module, we feed the frames sampled from the untrimmed sequential
video into the module, then obtain the frame representations and a video representation. In the language representation module, a collection
of texts of procedures and the description of the entire video pass into the pre-trained language backbone separately, and we get the
sentence representations and a paragraph representation. In addition, we introduce multiple granularity contrastive learning loss to restrict
representations in cross-model space.

produce a sequence of feature maps {f1, f2, . . . , fN}. This
process can be denoted as fi = Ev(xi), i ∈ [1, 2, . . . , N ].
After that, we prepend a learnable embedding xcls to the
sequence of features, called [class] token [11]. Then as
Eq. (1) shown, our method learns the frame representations
by utilizing the transformer encoder (TE) to embed tem-
poral and context information into frame representations
H = {h1, h2, . . . , hN}.

H = TE([xcls, f1, f2, . . . , fN ] + epos) (1)

where [., .] concatenates the features of frames and [class]
token. And epos represents the temporal position embedding
of sequence.

At last, the MLP module, which consists of a full con-
nection layer, takes all frame representationsH as input and
outputs a video representation v as follows:

v = MLP(H) (2)

Language module. Specifically in our model, given
a sequence of K text descriptions of procedures T =
{t1, t2, . . . , tK}, we first feed individual procedure texts
into the frozen pre-trained language encoder El to produce
sentence representations S = {s1, s2, . . . , sK}. The pro-
cess can be denoted as si = El(ti), i ∈ [1, 2, ..K].

In the meantime, we combine the sequence of text de-
scriptions of procedures T into a single text description of

the entire video. Then, the pre-trained language encoder El

extract a paragraph-level language representation l as fol-
lows:

l = El([t1, t2, . . . , tK ]) (3)

where [., .] represents simply the sequential concatenation
of strings.
3.3. Coarse-grained Contrastive Loss

We first conduct contrastive learning at the video-
paragraph level. Specifically, through the vision-language
module that is explained in Sec. 3.2, we obtain a video
representation V and paragraph representation L, where
V,L ∈ R1×D. Then use one batch of data, V =
{v1, v2, . . . , vN}, L = {l1, l2, . . . , lN}, to calculate the
loss.

After that, we formulate the global video-paragraph
alignment into the standard contrastive framework [42]
based on InfoNCE loss [39] as follows:

LInfoNCE(V,L) = − 1

N

N∑
i=1

log
exp (φ(vi, li)/τ)∑N

j=1 exp (φ(vj , lj)/τ)
(4)

φ(vi, li) =
vi
∥vi∥

· lTi
∥lT ∥

(5)

where τ is the temperature parameter optimized during
training [42]. And φ(., .) represents the cosine similarity
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function, and N is the number of video-text pairs. The
LInfoNCE represents the InfoNCE loss.

Last, as shown Eq. (6), we calculate symmetrically
video-text and text-video loss by Eq. (4) to obtain the
coarse-grained contrastive loss Lcoarse:

Lcoarse = LInfoNCE(V,L) + LInfoNCE(L, V ) (6)

Showing in the upper left of Fig. 2, the coarse-grained
global contrastive loss Lcoarse restricts the representation in
the cross-model latent space with video-paragraph level su-
pervision.

3.4. Fine-grained Contrastive Loss

(a) The Output of Gumbel-Softmax (b) Maximum-index Sorting

(c) Viterbi Algorithm (d) Splitting

Figure 3. Visualization of fine-grained contrastive loss. The up-
per left figure shows the similarity matrix with Gumbel-Softmax.
The other three figures show three kinds of pseudo-labels genera-
tion methods respectively: 1) maximum-index sorting; 2) Viterbi
algorithm; 3) splitting.

Due to the lack of frame-level annotations, there is no
annotation to locate the start frame and end frames per ac-
tion. A frame can’t know its correct corresponding sen-
tence. To overcome this problem, we propose an essen-
tial hypothesis based on the temporal relation between sen-
tences and frames: if sj is the corresponding sentence rep-
resentation for the frame representation hi, the sentence
representation for frame representation hi+1 should be in
the set of {sj , sj+1, sj+2, . . . , sK} and never in the set of

{s1, s2, . . . , sj−1}. The visualization of fine-grained con-
trastive loss can be seen in Fig. 3.

Specifically, in our model, we first obtain the sequence of
frame-level sequences of representations H and sequence
of sentence-level representations S through the vision-
language module. As Eq. (7) shows, we symmetrically
calculate the fine-grained contrastive learning loss, named
Lfine, to achieve frame-sentence alignment.

Lfine =CE(ψpreds(H,S), ϕpseudo(H,S))

+ CE(ψpreds(S,H), ϕpseudo(S,H))
(7)

where CE is the Cross-Entropy loss. We useψpreds to predict
the most related sentence sj with one frame, where sj ∈ S.
The ϕpseudo could utilize the probability distribution of pre-
diction and the similarity matrix of H and S to generate the
pseudo labels as ground truth. Then as Eq. (7) shown, we
calculate Lfine by the CE loss of the prediction and pseudo
labels. And we separately introduce two methods of ψpreds
and ϕpseudo in Sec. 3.4.1 and Sec. 3.4.2. The method of
Gumbel-Softmax with splitting is shown in Sec. 5.3.

3.4.1 Gumbel-Softmax with Sorting

We first use Eq. (5) to calculate the similarity matrix be-
tween the frame representations H and its sentence repre-
sentations S. And we obtain the first prediction by Eq. (8).

ψpreds(H,S) = Gumbel-Softmax(φ(H,S)) (8)

where Gumbel-Softmax is the straight-through Gumbel-
Softmax function [22]. We utilize the Gumbel-Softmax to
ensure the dispersed sampling from the original distribution
can be calculated for the gradients in the backward pass.
Then, we get the maximum index through argmax and sort
the maximum-index list to an increasing order to generate
pseudo labels. We regard them as the ground truth, which
shows in Fig. 3b in blue. Finally, we finish the first kind of
ψpreds and ϕpseudo by Eqs. (8) and (9).

ϕpseudo(H,S) = sort

[
argmax
i∈[1,K]

(ψpreds(H,S)N×K)

]
(9)

3.4.2 Gumbel-Softmax with Viterbi

Following the Viterbi algorithm [15], it could generate
the maximum a posteriori probability estimate, called the
Viterbi path. The original Viterbi algorithm needs two im-
portant matrices: transition matrix and emission matrix. As
shown in Eq. (11), we use the similarity of the language
and vision features as the emission with the shape [N,K],
where N means the number of sampled frames and K is
the total number of its labels. Specifically in our method,
as Eq. (10)shows, we use one upper triangular mask ma-
trix as the transition matrix to limit the path of probability,
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which could make sure the way won’t go back. Based on
the Viterbi path (shown in Fig. 3c), we obtain the pseudo-
labels by Eq. (12). Different from our method using Viterbi
algorithm to generate pseudo labels, [23, 26] apply Viterbi
decoding prediction, and activities have constant action or-
ders. More details about the Viterbi algorithm can be seen
in supplementary materials.

Transition matrix:A =


1
n . . . 1

n
. . .

...
0 1

n


N×N

(10)

Emission matrix: B = φ(H,S) (11)

ϕpseudo(H,S) = Viterbi(A,B) (12)

3.4.3 Training Loss

In conclusion, we train our module with the combination
of the proposed coarse-grained contrastive loss and fine-
grained contrastive loss:

L = Lcoarse + λ1Lfine (13)

where λ1 represents the weight of fine-grained contrastive
loss.

4. Experiments
In this section, we first introduce the implementation

details, evaluation benchmarks and evaluation metrics in
Sec. 4.1. The experiments to verify the effectiveness of
baselines for video-text representation learning are shown
in Sec. 4.2. In addition, we also transfer our proposed
framework to downstream sequence verification in Sec. 4.3
and text-to-video matching tasks in Sec. 4.4.

4.1. Experimental Details

Implementation Details. The vision backbone we employ
is the pre-trained CLIP vision encoder based on ViT-B [11].
And the model is initialized adopting Kaiming and Xavier
uniform initialization for different layers [18, 19]. In our
module, the parameter of the vision backbone is unfrozen
and finetuned when training. On the other hand, the lan-
guage backbone is the pre-trained CLIP text encoder whose
parameter is frozen totally. More implementation details
can be seen in supplementary materials.
Datasets. We conduct experiments on the datasets COIN-
SV, Diving-SV and CSV. COIN-SV is rearranged from
COIN and composed of 36 tasks that contain more than 20
comprehensive instructional videos in the training dataset.
Diving-SV is rearranged from Diving and contains 48 kinds
of diving competition videos. And CSV [40] includes 45
procedures for training and 25 procedures for testing. In
these datasets, all kinds of videos in the test set are unseen
in the training set.

Testing phase. During inference, we apply the method that
distinguishes positive pairs from negative pairs to evaluate
the quality of learned video representations. Specifically in
this paper, we calculate the normalized Euclidean distance
between two video representations v1 and v2 in the same
video pair:

d = dis(v1, v2) (14)

y =

{
1, d ≤ τ

0, otherwise
(15)

where dis(., .) means the ℓ2-normalization Euclidean dis-
tance function. τ is a threshold to decide whether the se-
quences are consistent. y = 1 means the two sequences of
videos are consistent, otherwise inconsistent.
Evaluation Metrics. We adopt the Area Under ROC Curve
(AUC) as the measurement for all of our experiments,
which is commonly used to evaluate the performance in the
field of anomaly detection [14] and face verification [10].
Higher AUC means better performance.

4.2. Comparison of baselines

Under weak supervision, the only annotations we know
are the text descriptions of procedures, but the timestamps
of actions and video task classification are unknown. The
results of weakly supervised video sequence verification
are shown in Tab. 1. We compare our method with other
baselines, including 1) MIL-NCE [35]. 2) CAT, we change
the SVIP [40] model architecture and add a text encoder
to adapt to this task. 3) VideoSwin+MLP, we adopt the
video swin transformer [32] as the vision encoder to extract
frame features. 4) CLIP+Transformer Encoder+Pool. 5)
CLIP+Transformer Encoder+MLP. To adapt to the task, we
apply the CLIP text encoder as the text encoder of baselines
except for MIL-NCE. Other methods but ours only calculate
the coarse-grained contrastive loss.

Method Text Encoder
Weakly Supervised (w/o CLS)

CSV Diving-SV COIN-SV
MIL-NCE [35] MLP [35] 53.02 58.49 47.95

CAT [40]

CLIP [42]

70.63 77.87 47.70
VideoSwin [32]+MLP 62.48 60.88 54.73

CLIP [42]+TE [11]+Pool 58.67 72.13 49.79
CLIP [42]+TE [11]+MLP 74.82 81.47 50.13

Ours CLIP [42] 79.80 85.19 52.56

Table 1. Results of representation learning for weakly supervised
video sequence verification task.

The results in Tab. 1 demonstrate that multiple granular-
ity contrastive learning is effective for learning discrimina-
tive video representations under weak supervision.

4.3. Sequence Verification

Following the setting of sequence verification [40], we
know the classification of videos but yet do not know the
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Method Pre-train
Supervised (w CLS)

CSV Diving-SV COIN-SV
MIL-NCE [35] HowTo100M [36] 56.16 63.43 47.80

Swin [31] K-400 [5] 54.06 73.10 43.70
TRN [62] K-400 [5] 80.32 80.69 57.19
CAT [40] K-400 [5] 83.02 83.11 51.13

CLIP [42]+TE [11]+MLP CLIP [42] 79.38 83.48 48.50
Ours (weakly supervised) CLIP [42] 79.80 85.19 52.56

Ours CLIP [42] 86.92 86.09 59.57

Table 2. Results of downstream video sequence verification task
under supervised setting.

timestamp of actions. The testing results on sequence veri-
fication compared to other methods are shown in the Tab. 2.
We can use class information for sequence verification of
procedures in videos.

For a fair comparison, some adjustments have been made
to the architecture of our model in this task setting. Specif-
ically, we add a classification layer on the top of the video
representation and the classification loss to our model. Be-
sides, we apply the adjusted video sequence alignment
mechanism by ours and train with pair data that are the
same as SVIP [40]. This adjusted model is named ”Ours”.
In addition, we also compare with some state-of-the-art
methods [31, 40, 62] of sequence verification and change
some video-language pre-trained model [36] accordingly to
adapt to this task. Weakly supervised means no classifi-
cation information of tasks. To clarify the improvements
from technical differences, we replace the visual backbone
of CAT [40] with CLIP-ViT [42] to form CLIP+TE+MLP.
Then, we improve performance by adjusting network struc-
ture, e.g., the position of SEQ loss. Observed Tab. 2, our
model outperforms them by a notable margin on all the con-
sidered datasets. The results also demonstrate that the fine-
grained contrastive loss we proposed enforces the model to
learn more discriminative representations. The results of
our weakly supervised model, which surpasses other super-
vised methods, demonstrate our model’s excellent perfor-
mance.

4.4. Text-to-Video Matching

Setting. We validate the performance of the video-language
representations on text-to-video matching, which aims to
find the correct video corresponding to a sequence of texts
from a series of videos. Specifically, we train our model on
the CSV dataset under weak supervision and test it on our
proposed benchmark about text-to-video matching. This
task evaluates the model’s ability to learn semantic and gen-
eralized video representations.
Benchmark. To better evaluate the text-to-video match-
ing, we rearrange the test set of CSV [40] and propose a
new scripted benchmark, named CSV-Matching. It has 800
text-video pairs. Each text-video pair is composed of one
sequence of text descriptions of procedures and five videos.
All of the videos describe the same task but hold different

procedures. There is only one correct video matching the
text descriptions in each pair. More details about the text-
to-matching benchmark will show in the supplementary ma-
terials.

The text-to-video matching results in Tab. 3 indicate that
our method has the best performance. And due to data of
CSV-Matching being unseen when training, it shows that
our method has a more powerful generalization ability.

Method
Text-to-Video Matching

CSV-Matching
MIL-NCE [35] 60.02

CAT [40] 53.54
CLIP [42] +TE [11] +MLP 62.67

Ours 65.23

Table 3. Results of text-to-video matching task on our proposed
benchmark CSV-Matching. We evaluate the results using AUC.

5. Analysis
In this section, we first analyze the impact of different

backbones in Sec. 5.1. conduct comprehensive ablation
studies of multiple granularity contrastive loss and pseudo-
label generation in Secs. 5.2 and 5.3. Moreover, we analyze
our limitations and broader impact.

5.1. Ablation of Backbone

As Tab. 4 shown, our method based on CLIP-ViT obtains
the best performance compared with other backbones. In
addition, results indicate that fine-grained and multi-grained
losses improve performance under weak supervision and
supervision, respectively.

Backbone Pretrained
Weakly Supervised (w/o CLS) Supervised (w CLS)

Lcoarse Lfine CSV Lcoarse +Lfine CSV

ResNet50 [20] ImageNet-1K ✓
✗ 76.22 ✗ 78.83
✓ 78.32 ✓ 81.00

ViT-B/32 [11] ImageNet-21K ✓
✗ 73.88 ✗ 81.66
✓ 75.18 ✓ 82.11

CLIP-ViT [42] (Ours) Text-Image Pair ✓
✗ 78.49 ✗ 83.58
✓ 79.80 ✓ 86.92

Table 4. Results of our method with different backbone on CSV.

5.2. Ablation of Multiple Granularity Contrastive
Loss

In this section, we conduct comprehensive ablation stud-
ies to investigate the effects of our multiple granularity con-
trastive loss. To better demonstrate the superiority of our
method, we present the loss ablation experiments on the se-
quence verification task under supervision with classifica-
tion in Tab. 5. As shown, both coarse-grained contrastive
loss Lcoarse and fine-grained loss Lfine are crucial. Specifi-
cally, the method with coarse-grained and fine-grained con-
trastive loss surpasses the method without them by 3.34%.
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Method Lfine Lcoarse CSV

Ours (w CLS)

✗ ✗ 83.58
✓ ✗ 84.85
✗ ✓ 84.32
✓ ✓ 86.92

Table 5. Ablation studies of our proposed multiple granularity
contrastive loss on CSV. To verify the effectiveness of Lfine and
Lcoarse separately, we conduct experiments on video verification
task.

Introducing the fine-grained loss Lfine brings 2.6% per-
formance improvement compared to only using coarse-
grained contrastive loss Lcoarse. Comparing only uses Lcoarse
or usesLfine, the result indicates that the model training with
more fine-grained information is better than coarse infor-
mation. By restricting the video representation to frame-
sentence level latent space, the fine-grained contrastive loss
can help the model learn more discriminative video repre-
sentations.

Fr
am

es

(3) 𝐿fine

0: take up the rubber stopper
1: put down the rubber stopper
2: take up the tweezer
3: clamp the tweezer
4: put down the weight
5: put down the tweezer
6: screw the knob
7:  move the vernier

(2) w/o 𝐿fine(1) Init.

𝐹

𝐹

𝐹

𝐹

Figure 4. Visualization of ablation study about fine-grained con-
trastive loss.

The visualization of the ablation study about fine-grained
loss, as shown in Fig. 4, illustrates fine-grained contrastive
loss implements the alignment between frames and sen-
tences.

5.3. Ablation of the Pseudo-Label Generation

Splitting. Splitting means we split the sequence of frame
representations or sentence representations uniformly into
several parts to keep the sequence length of frame represen-
tations or sentence representations equal. The values be-
longing to the same part will be added and then averaged.
After that, we get a square matrix and output probability
distribution of prediction. The elements along the diago-

nal are regarded as pseudo labels. Then calculate the fine-
grained contrastive loss as Eq. (7). This process is shown in
Fig. 3d, and the blue boxes represent the pseudo-labels.

Method Lfine Pseudo-label generation CSV

Ours

✗ ✗ 74.82

✓

split 72.75
viterbi 78.46
sort 79.80

Table 6. Ablation studies of the type of pseudo-label generation
on our proposed method.

We conduct ablation studies about three methods of
pseudo-label generation in the fine-grained loss Lfine show-
ing in Tab. 6. Specifically, we validate the effectiveness
of different kinds of coarse-grained contrastive loss on the
weakly supervised video verification task. The results show
the algorithms of maximum-index sorting and Viterbi are
performing better than splitting. The method of splitting
matrices into several parts and aligning sequences along the
diagonal is too simple and crude .
Broader Impact and Limitations. In realistic sequen-
tial videos, sub-actions could be repeated. It could mislead
the model to generate biased pseudo-labels and lead to the
deterioration of performance.More analysis can be seen in
supplementary materials. Moreover, the proposed method
will likely be applied to behavior detection, healthcare, on-
line education, industrial generation, etc.

6. Conclusions
In this paper, we propose a novel framework of weakly

supervised video representation learning for sequential
videos. Borrowing the multi-modal contrastive learning
from CLIP, our method can learn video representation with
unaligned text and video without relying on the accurate
time-stamp level text-video annotation. We propose a mul-
tiple granularity loss where the video-paragraph contrastive
loss constrains the matching between the whole video and
the complete script, and a fine-grained frame-sentence con-
trastive loss constrains the matching between each action
and its descriptions. We also propose to generate pseudo
labels with temporal consistency in video and text. Exper-
iments results show that our design is effective, and our
method achieves state-of-the-art performance when trans-
ferred to downstream video sequence verification and text-
to-video matching tasks.
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